Transient Performance Analysis of the Selective Drop BuffeAcceptance Scheme
with Responsive Traffic

K. Spaey, C. Blondia
University of Antwerp, Department of Mathematics and Cotep&cience
Performance Analysis of Telecommunication Systems Reke&aroup
Universiteitsplein 1, B-2610 Wilrijk, Belgium
{spaey,blondij@uia.ua.ac.be

Abstract- This paper considers the Selective Drop (SD) algorithm, a of interest is already in steady state, transient perfoaean
packet aware buffer acceptancﬁ algg”thm “Sfdhw'th the U”Sﬂ?gj'ﬁd Bit  analysis is important when the life cycle of the phenomenon
Rate ATM service category. The influence of the parameters athe SD . . .
algorithm on the transient performance results (efficiencyand fairness) _under StUdy IS not large e”O‘%gh- Such a transient analyS|S
will be studied when starting from an unfair start situation. This willbe IS necessary when a stochastic process does not reach steady
done using an analytical model where two responsive sourceend their  state, or when its behavior before reaching steady state-is i
traffic in packets consisting of cells via a buffer on which tre SD algo-  y4tant. So when observing the reaction upon an unfair start
rithm is implemented. Three different scheduling algorithms will be used . . . . .
in combination with the SD algorithm. Based on an extensiveet of nu- S|tuat|0_n of a buffer aqceptar?ce scheme which aims at fsgine
merical examples, observations will be made. From these relis, one of ~ a transient approach is required.
the most important conclusions is that a large improvement the fairness The main goal of this paper is to study the influence of the
results is seen when SD is implemented, irrespective of theact setting of t fthe SD al ith the effici d fai
its parameters. On the efficiency results, these parametetisave however parameters or the ; a gor_l mon the eficiency an _a”jness
a more important effect. So it is recommended to implement SRo in-  results. The paper is organized as follows: a short desenipt
crease the fairess, but with a parameter setting focussedhdhe efficiency  of the Selective Drop algorithm is given in Section Il. Sec-
results. tion 11l discusses the model used and how the transient effi-

|, INTRODUCTION ciency and fairness results are calculated. In Section b/, o

servations made on an extensive set of numerical results are

The importance of packet aware buffer acceptance schemgSen and illustrated by examples. Finally, Section V draws
such as Partial Packet Discard (PPD) and Early Packet Digis conclusions.

card (EPD) [1] to improve the efficiency of packet-based pro-

tocols like TCP over the Unspecified Bit Rate ATM service Il. THE SELECTIVE DROP BUFFER ACCEPTANCE
category, has been widely recognized by the implementation ALGORITHM

of these schemes in most commercial ATM switches. But be-
sides efficiency also fairness between the throughput afithe
ferent connections is important. Because EPD does not t
the current rate or buffer utilization of the different cam
tions into account when discarding packets, it cannot quaea
fairness. Therefore buffer acceptance schemes, such es-Se
tive Drop (SD), Fair Buffer Allocation (FBA) and EPD with
per-VC queueing, ([2], [3], [4], [5]), which preferentigitlis- At arrival of a cell on connection i:
card packets of connections that take more than their FaireSh
(FS) of the buffer space, were developed.

This paper will concentrate on the Selective Drop algorithm
and analyze its transient performance when traffic is gener-
ated by sources which respond to the presence or absence of
losses (like TCP sources). For this goal we developed in [6]
an analytical model where two responsive sources send traf- '
fic in fixed-sized packets of cells via a buffer on which the "

SD buffer acceptance algorithm is implemented. Transiént e @ )

ficiency and fairness results are obtained from the model un-

Selective Drop ([2], [4]) is a packet aware buffer accepeanc
Igorithm that is based on the principle that a connectian th
aggts more than its fair share of the buffer space will also get
more than its fair share of the bandwidth. A flowchart of the
ﬁlgorithm is shown in Fig. 1. The following notation is uség:
enotes the buffer occupancymax the capacity of the buffer,

accept cell
drop; = false
discard cell

drop; = true

discard

:
der an unfair start condition, which corresponds to a sitmat drop, = true
where one source alone has been sendlng traffic for some tm&%’ 1. Flowchart of the SD algorithm. The following notatiégs used:

and suddenly a second source starts also sending traffit, leg: ‘buffer occupancy;Qmax: capacity of the bufferQ;: number of cells
ing to a bottleneck. of sourcei in the buffer; L: a fixed threshold; FS: Fair Share. FS is calculated

Where performance oriented studies typically rely on the aggggrégérxoﬁhgg%e%'j&m”“mber of active connections akids a fixed
sumption that the stochastic process modeling the phenmmen



based on the number of packets a source has lost at the buffer

source 1
‘ buffer in the previousr slots. The following rules are used for the
T window updates:

scheduling

bt accptace « if a source has not lost any packets during the previous
slots, then its window size is increased by one packet, éxcep
Fig. 2. System configuration it has already reached its maximum window size: gfackets,

« if a source has lost one packet during the previoisdots,
@); the number of cells of sourden the buffer,N the number then its window size is approximately halved, by settingit t
of active connections (i.e., the number of connectionsithaé  the smallest integer not smaller than half its current wimdo
at least one cell in the buffer), a fixed threshold and a size,
parameter of the SD algorithm. As can be seen from Figure 4,if a source has lost two or more packets during the previous
a packet (i.e., all its cells) of connectiéns allowed to enter z slots, then its window size is reduced to one packet.
the buffer if@Q < L orif Q; < FS, where FS denotes the FairFurther, it is assumed that a source with a window size of

Share, which is defined as packets { < r < z) will send these packets during the first
Fs — Q K 1 slots of an interval of slots.
N 1 Remark that due to the assumption that the two sources are

The packet awareness of the algorithm appears from the fd@entical,z is the same for both sources. A possible extension
that it tries to discard and accept complete packets (ile., #f the model (not considered in this paper) could be to take th
their cells) as does the EPD scheme [1]. Because of that, théndow update intervat different for both sources.

SD algorithm is sometimes also called ‘EPD with per-VC ac-

counting’ [4]. Originally, the SD acceptance algorithm vaas B. Buffer acceptance

fined for implementation with a global buffer on which FIFO When a packet arrives at the buffer, the decision about if it
scheduling is applied, but we will consider it also in conmain is allowed to enter the buffer or not is made based upon the SD
tion with Round Robin (RR) and Probabilistic Longest Queubuffer acceptance algorithm. Because of the assumptidrein t
First (PLQF) scheduling. The combination with RR schedulmodel that the sources send thecells of a packet back-to-
ing is known as ‘EPD with per-VC queueing’ [4]. back, packet boundaries correspond to slot boundarieseSin
the acceptance rul@) < L or ); < FS) of the SD algorithm

is only tested for the first cell of a packet (see Fig. 1), asleai
about the acceptance or discarding of the complete packet ca
The performance of the SD buffer acceptance scheme wile made in the model at slot boundaries. If packets from both

IIl. M ODEL DESCRIPTION AND TRANSIENT
PERFORMANCE MEASURES

be observed using the configuration of Fig. 2. sources arrive at the same time and they both pass the accep-
_ tance rules, but there is only place in the buffer for one pack
A. Source behavior then it will be assumed that each packet has equal probabilit

It is assumed that the traffic in the system is generated #f being the one that will be dropped.
packets ofD back-to-back cells, wher® is fixed, by two inde- .
pendent but identical responsive sources. A responsi\m;eouc' Scheduling
responds to the presence/absence of losses of its traffieby d Three scheduling algorithms will be considered: FIFO,
creasing/increasing the amount of packets it sends in ainert Round Robin (RR) and Probabilistic Longest Queue First
time. All traffic is sent to the same destination via the otitpu PLQF). In a FIFO system, if th& cells of a packet arrive
port of a network element. The links in the scenario have ablack-to-back at the buffed) cells of one connection (when
the same capacity, which makes this output port a bottleneckon arrival of this packet no packet of the other connection
at which buffering is needed. The time needed to plaaells  arrived), orD/2 cells of each connection (when a packet of
onto the links is considered as time unit of the system, and ®th connections arrived at the same time) leave the buffer i
called a ‘slot’. On the input links, a slot thus equals theetima slot. In a RR system on the other hand, whedegiarture
to place a packet onto the links, while on the output linkfhe instantsno cells of the other connections are preséhtells
cells which are put onto the link in a slot can belong to botlof one connection will leave the buffer in a slot. Otherwise,
connections, depending on the output of the scheduling alg®/2 cells of each connection leave the buffer in a slot. The
rithm. Because it is known how many cells of each connectiosystem will also be considered with a PLQF scheduling dis-
leave the buffer in a slot (see Section I11-C), the time ufthe  cipline, which selects for service a customer from a connec-
system could be chosen &scell times. The sources are per-tion with a probability proportional to the contribution tfis
sistent sources that have always traffic to send, but the atnowonnection to the total queue length. Where the aim of RR
of packets they can send in a timeao$lots (wherer is a pa- scheduling is to let an equal amount of cells of each connec-
rameter of the source model) is limited by their window sizetion leave the buffer per scheduling cycle, PLQF scheduling
The window sizes of the sources are updated evesjots, strives to an equal amount of cells of each connection in the



buffer. Corresponding to the FIFO and RR system, also in the TABLE |
PLQF System we |ED/2 CEHS Of eaCh Connection dp CenS PARAMETER SETTINGS FOR THE SYSTEMS CONSIDERED ISECTION V.
of one connection leave the system in a slot, and this with the |  (slots) | Qmax (cells) | Qumax /T | maxdime (S|0ts)|

following probabilities: 6 =% D 083 900
« D/2 cells of each connection, with probabilif/ @, 7% D 1'17
« D cells of connection 1, with probabilitfQ); — S/2)/Q, 19% D 2'00
« D cells of connection 2, with probabilityQ). — S/2)/Q, 10 :
; X ; 5% D 0.50 1500
whereS is the number of cells in the buffer belonging to pack-
X 8x D 0.80
ets that have been accepted at the same time as other packets. 9% D 120
D. System evolution 20 x D 2.00
. . . 13 7x D 0.54 1950
For RR and PLQF scheduling, the evolution over time of ]OXX D 0.77
the systems corresponding to the source behavior, buffer ac '
. \ . . 16 x D 1.23
ceptance and scheduling rules defined before, is descriped b o6 % D 200
a multi-dimensional discrete-time Markov chain. More fam '

details about this can be found in [6] and [7]. From the state
of the system at timé, the random variable®;(k), used in
Section IlI-E, are obtained, whe€® (k) is the number of cells
of connection that leave the buffer during slét

For FIFO, which is one of the simplest scheduling schemes
to implement, it is necessary to keep track of the order ircwhi IV. RESULTS AND DISCUSSION
the cells of the different connections have entered theebuff

In an analytical model this is difficult to incorporate, stnc  Using the model described in Section III, we illustrated in
even for two sources this will make the number of states in thgrevious work [6] with examples that, due to the responsive-
model very large, leading to an unattractive model. Becafise ness of the sources, it is not necessarily true anymore that b
that, we did not describe the SyStem evolution of the FIFO Syﬁ‘]g more conservative in accepting packets |mp||es a lovirer e
tem analytically, but results were obtained by simulatiaftef ficiency, as would be the case when non-responsive sources
performing 75000 runs). would be used. Also the fairness of some examples was ad-
dressed, showing that there is not necessarily a tradeesff b
tween efficiency and fairness.

Both the efficiency and fairness performance of the system
in transient state are of interest and can be obtained frerafth rithm on the efficiency and faimess results will be studieé
fective throughpuf’; (k) of the connections aftdrslots. Since assumed that the buffer is empty at time 0, while the window
the effective throughput of a connection is defined as the ay: tting is the most unfair situation possiblé ie. thedoim
erage number of packets of that connection that have arriv P

t the destinati divided by the ti ded to delivesdh BF connection one is at its maximum, that of connection two
atthe des |na'|on, vided by the ime needed to delVESENe o iq minimum. This start condition can be seen as a simatio
packetsT; (k) is calculated as

where only one source has been sending traffic for some time,
1 ) and because there was no bottleneck, all traffic of this sourc

Ti(k) = Dk Z E [Oi (-7)] : (2) could pass through the system without building up a queue and
=0 without losses. The window size of this source could thereby

The efficiency aftek slots is defined as the sum of the effecqyy until its maximum. At timed, the second source starts

tive throughput of all connections aftérslots, divided by the 515 sending traffic, starting with a window size of one packe
maximum possible effective throughput afteslots (whichis | req| systems, unfair (start)situations will constaritlycre-

one packet per slot time), resulting in ated when connections appear and disappear. Because of the
efficiency(k) = T1 (k) + Ta(k). (3) unfair start situation, all fairness curves have a typitelpe.

To decide about the fairness performance of the system, tHethe beginning they go very fast down, because then anmunfai
faimess index defined by the ATM-Forum in [8] will be used.2mount of packets of each connection is offered to the system
Since the equal division of the total effective throughpubag ~ Since the buffer is empty then, all packets are accepted unti
both connections will be considered as the perfectly fairasi & €xceeds., so also the output of the system is unfair in the

tion, the fairness index aftdrslots, denoted by’ (k), is given beginning. Afterwards, the fairness increases again irrera
by steep and fluctuating way, and finally it slowly grows towards

2 one. When discussing fairness results further on, thisgast
(7 (k). + T (k)) (4) ofafairness curve will be called the ‘horizontal’ part, thtlrer
2(T1(lc))2 + 2(T»(k)) part the ‘steep’ part.

Remark that for two sourcedy(k) ranges between one half
(minimum fairness) and one (maximum fairness).

E. Transient performance measures

In this paper, the influence of the parameters of the SD algo-

F(k) =

5 -



A. Influence of the SD parameters: the threshbld also with FIFO scheduling some examples are found where the
indows of both sources synchronize in such a way that the

The scenarios with parameters as shown in Table | and t ; ; : -
uffer becomes often empty, implying decreasing efficiency

SD parameteK taken equalto 1 are considered. The thresholresults

L is varied betweel. = 1 x D andL = Qpna.x — D. Remark . . .
@ « A main observation that can be made about the fairness for

that the maximal setting of corresponds to the case where ! R o
the SD algorithm is not implemented, since at the momenige systems with RR and PLQF scheduling is that it is always

that packets arrive, there is always place in the buffer for gnuch better V\(hen SD.'S implemented thgn when SD is not
least one packet, becauBecells have just left it. So wheh Implemented, irrespective of the exact setting.ofor all set-

is set atD cells beforeQ,ay, it is always true that) < L tings of L such that, < Q.,ax — D (i.e., SD implemented), no

: - ific setting of. can really be judged to give results that are
when packets arrive, and the tégt < FS is never performed. Spec ) . .
The following observations are made based on the results: the whole time better than with anothier With FIFO schedul-

« For RR and PLOF scheduling, the efficiency generally ir]i_ng, in general the same observation can be made. However, a

creases wheh increases. This seems natural because incree[gyv exceptions are found now where the faimess is worse in a

ing L implies that more packets will be accepted, but as hagenaro where SD is used than whenitis not used.

been mentioned before, this is not always true due to the ré.—ln the very beglnnlng, the fa'm’?ss curves coincide fodll
Since the behavior of all systems is the same as lordg gsl..

sponsiveness of the sources. The exceptions to this gen ) .
P P ¢ q_ater, the curves split. The smallér the sooner a curve splits

rule are: from the oth ince th lferth the SD
— There are always settings @f through which higher ef- rom the ofher curves, since the smaflerihe sooner the
scheme starts to solve the initial unfairness.

ficiency values are obtained than wheénis set to its maxi- | L the | the | the st  lasts. wh
mal valueQa.x — D (i.e., SD is not implemented). With RR ° N general, the farger, the longertne steep part 1asts, when
e is expressed in multiples af. This indicates that the

scheduling, there are more of these settings than with PL I bet dapting the wind the | it takes b
scheduling. Sometimes even perfect efficiency values (i. onger between acapting the windows, the fonger it takes be-

constantly equal to 1) are obtained with RR. With the imple-ore the initial unfaimess is more or less solved.

mentation of the SD algorithm, whose main intention is to inI-3 Influence of the SD parameters: the paraméter
crease the fairness, there are thus settingstbfit allow to ob- |
tain also a higher efficiency than when SD is not implemented. For the scenarios of Table | with = 10 and different set-

— With RR scheduling, in case that the efficiency results olgings of L, K will now be chosen fronk’ = 1, K = 1.2 and
tained are very high, it is possible that a lardeteads to a K = 1.4. The largetK, the less severe the SD algorithmis in
lower efficiency. Probably because these results are se tdos dropping packets. The following observations are madedase
optimal, a change of becomes less significant. on the results:

— With PLQF scheduling, for efficiency results which ares With RR scheduling, it is true in general that whé&hin-
among the highest obtained with a particular scenario, somereases, then the efficiency stays equal or increases deo. T
times a largel. gives lower efficiency results. larger L, the smaller the positive effect of increasihg be-

— A few examples are found with RR scheduling where theomes. Some exceptions are found where the efficiency ob-
efficiency is drastically lower than what would be expectedained withK = 1.2 or K = 1.4 is the lowest. This occurs
when looking at the results obtained with neighboring exanwhen the efficiency results are very large or in scenariogehe
ples (i.e., examples where the difference in the setting &f the windows synchronize in such a way that the buffers be-
only D cells). In these examples the windows of both sourcasome often empty. On the fairness results almost no influence
synchronize after a while, but in such a way that the buffesf K is noticed. The steep parts of the fairness curves for the
becomes often empty, which pulls the efficiency down. Nondifferent K mostly coincide, since as long as cells are present
of such examples occur with PLQF scheduling, because of tireboth queues, the output of the RR scheduling algorithm is
probabilistic character of such systems. the same for the different scenarios.

« With FIFO scheduling, the statement that the efficiency ine With PLQF scheduling, for small. (approximatelyl, <
creases whef increases is true whenis small ¢ = 6), and x/2) a largerK gives a larger efficiency. The larg€)max
for very small values of. for the otherz’s. In the other cases, is, for the largell values this stays true. Whdhis increased,
no real relation can be found between a changé ahd the the results evolve through the following situations: (ipeger
corresponding change of the efficiency, but in general ldrge K gives still a larger efficiency in the long run, but in the tran
values (a few packet sizes before the end of the buffer) giveent phase the efficiency curves cross. fi)= 1.2 gives a
better efficiency results than smdllvalues. As with RR and higher efficiency thad{ = 1, but for K’ = 1.4 the efficiency
PLQF scheduling, also with FIFO scheduling there are always below that obtained witlik = 1, (iii) a larger K implies a
settings ofL with which higher efficiency values are obtainedlower efficiency. For the fairness, some differences ar&adt
than when SD is not implemented, but sometimes these resulthen changingk’, but the different fairness curves still stay
are not the whole time above these obtained when no SD is imery close to each other. The largest difference is noticed i
plemented, but only in the long run. As with RR schedulingthe steep parts of the curves, where the smaliesalue gives



the best result. !
« When FIFO scheduling is applied, as with PLQF scheduling
the efficiency increases whei increases for small.. The
more L. grows, an evolution towards the fact that a largér
gives a lower efficiency is seen. Concerning the fairness re-
sults, curves obtained for differed values coincide in the 0r
beginning, after which they one by one branch off. In thestee ;
part the best fairness is obtained whgrequals 1. In the long
run, it is difficult to judge whichK value gives best results in

a scenario. What is seen often in the horizontal parts of the
fairness curves is a slowly oscillating behavior. Curvescivh o8|
show this behavior correspond often to scenarios with which
perfect efficiency values are obtained.

0.951

efficiency

%)
@

0.75
1

. .
650 1300 1950
time (slots)

C. Examples

Due to lack of place, only a very few of the observation§'9- 3 Eficency ;ee?tlillLtsso(?éal(rF]’?_dQvlélg?;;u]li?\’ ?max = 16 x D and
made in Sections IV-A and IV-B are illustrated here with ex- 9 9
amples. For more of these illustrations, we refer to [7].

Figs. 3 and 4 show some results obtained when PLQF ' ‘ ; SRR
scheduling is used. In Fig. 3, efficiency results are shown fo 0951 g o
x = 13 slots and) .« = 16 x D cells. This figure illustrates
that there are settings @&fwith which higher efficiency values ooF
are obtained than when SD is not implemented 15 x D).
Further it can be seen from the figure that in general, the effi-
ciency increases wheh increases, although this is not always
the case. For example, fér= 11 x D the efficiency is larger
than for. = 13 x D. When looking at thenost-likely path

o
=)
a

fairness index
o
==}

(which is the path obtained by following always the branch o7 TTorIaxD ol
with the highest probability when the sample path of the sys- L=10xD
tem evolution splits) for this last scenario, it is seen thain 0.5 oIl
a certain time on (around 420 slots) approximately onceyever ‘ ‘ ‘ L=19xD
520 slots, the window of one connection is forced down un- *4 100 200 300 400 500

time (slots)

til its minimum, while that of the second connection, which

at that time was not too large, is halved, such that both cofig. 4. Faimess results obtained when= 10, Qmax = 20x D andK = 1
nections end up with a small window. Some time is needed {gf different settings of. (PLQF scheduling).

let these windows grow again, during which the buffer flows

empty for a few slots. Fig. 4 shows fairness results when of the SD scheme towards an unfair start situation.

equals 10 slots an@,.x is 20 x D. The figure illustrates  Figs. 5 and 6 show results for the different valuegofvhen
clearly that the fairness obtained when SD is not implententd=-IFO scheduling is applied. In Fig. 5 efficiency values are
(L = 19x D) is worse than when it is implemented and that thehown for a scenario in which = 10 and Qmax = 12 X
fairness curves coincide in the beginning, and branch off onD. As can be seen, whehequals3 x D, then the efficiency
by one, first for the smallest. This branching off happens increases wheik increases. Fof. = 7 x D, the efficiency
sooner here than in the corresponding case with RR schedigd-the largest (i.e., perfect) wheli = 1.2. The efficiency
ing, since with RR a difference in fairness occurs only frove t obtained with/KX' = 1 is larger than that obtained with® =
moment that there is a difference in the output for the scenar.4, while in the transient phase curves cross. Whesquals

ios with differentL. This happens when there is a differenceé x D, the lowest efficiency is obtained whéh = 1.4. Fig. 6

in which queue is empty at the particular moment. Remarghows fairness results for differeRt when equal9) x D for
that the curves shown in Fig. 4 (and also in Fig. 6) show onlthe same scenario as used in Fig. 5. The three fairness curves
a fraction of the time ‘maxtime’ since as soon as a system haseincide in the beginning and then branch off one by one. In
solved the initial unfairness, the fairness index converge the horizontal part, the curves féf = 1 and K = 1.2 show
wards one, because the behavior of the two sources condideam oscillating behavior caused by the fact that the window of
is the same, and they are treated equally by the buffer accapie connection is high while that of the other connection is
tance and the scheduling algorithm. This illustrates atfaén low. Because of the FIFO scheduling, this implies that dyrin
importance of a transient analysis when observing the hehava period more cells of connection one will leave the buffer,
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Fig. 5. Efficiency results obtained when = 10, Qmax = 12 x D for

different settings of. and K (FIFO scheduling).
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Fig. 6.

L = 9 x D for different settings of< (FIFO scheduling).

500

Fairness results obtained when= 10, Qmax = 12 x D and

of the algorithm. On the efficiency results however, these pa
rameters have more influence.

With RR and PLQF scheduling, the efficiency generally in-
creases when the threshaldincreases, and choosirgat a
few packet sizes less than the size of the buffer results dod g
setting. With RR scheduling, the chance is rather high that t
efficiency values obtained are then even above these obitaine
when SD is not implemented (so there is no trade-off between
efficiency and fairness then). With PLQF scheduling, this
chance is reasonable. Remark however that with RR schedul-
ing, sometimes the efficiency is lower than expected because
of synchronization effects. When using PLQF scheduling, no
lasting synchronization will occur because of the probstid
character of the scheduling algorithm in these scenaritso A
with FIFO scheduling, synchronization can occur. With FIFO
scheduling it is much harder to make a conclusion about the
best setting of the threshold since no real relation was found
between a change df and a corresponding change of the ef-
ficiency. But choosing it a few packet sizes less than the size
of the buffer as with RR and PLQF scheduling gave in most
scenarios rather good results.

The parametek of the SD algorithm has also more influ-
ence on the efficiency results than on the fairness resuits. |
creasingK has principally a positive effect on the efficiency
whenL is set at a small value. When the setting.o larger,
this positive effect is still seen with RR scheduling, buthwi
PLQF and FIFO scheduling the probability is rather high that
the efficiency will be lower than whe/k is chosen equal to
one.

As a general conclusion, it is recommended to implement
SD to increase the fairness, but with a parameter setting fo-
cussed on the efficiency results. Good efficiency results are
obtained when the threshold is set a few packet sizes less
than the buffer size, and when the paramdteof the SD al-
gorithm is chosen equal to one.
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