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Abstract— TCP has been found to perform poorly in the pres-
ence of spurious timeouts (ST) caused by delay spikes which are
especially more frequent in today’s wireless mobile networks than
in traditional wired network. Because STs do not frequently oc-
cur in wired networks, and are generally considered to represent
a transient state, previous research did not consider the effects of
ST on the steady state performance of TCP. However, ST is more
frequent in wireless mobile environments, and must be considered
explicitly to accurately model the steady state sending rate and
throughput of TCP. In this paper, we propose an analytical model
for the sending rate and throughput of TCP Reno as a function
of packet error rate and characteristics of spurious timeouts. The
accuracy of the proposed model has been validated against simu-
lation results. The accuracy of the model has also been compared
with previous models, and has been found to be more accurate
than previous models in the presence of spurious timeouts.

I. I NTRODUCTION

TCP is the dominant transport layer protocol in the IP proto-
col suite, which carries most of the Internet traffic such as Web
browsing, bulk file transfer and Telnet. TCP was initially de-
signed for wired networks, and hence performs poorly in the
presence of delay spikes which are especially more frequentin
today’s wireless mobile networks than in traditional wirednet-
work [1], [2], [3], [4], [5]. A sudden increase of the instanta-
neous round trip time (RTT ) beyond the sender’s retransmis-
sion timeout value (RTO) causes retransmission ambiguity [6],
[7], resulting inSpurious Timeouts1 (ST) andSpurious Fast Re-
transmissions2 (SFR) which produce serious end-to-end TCP
performance penalty [4], [7]. Causes of delay spikes in a wire-
less mobile environment include [1]:

• The handoff of a mobile host between cells requires the
base station to do channel allocation before data can be
transmitted from the mobile host. This causes segments at
the mobile host to be queued until the completion of the
channel allocation, giving rise to sudden extra delay (in
addition to the normalRTT ).

1Spurious timeout is defined as a timeout which would not have happened
if the sender waited long enough. It is a timeout resulting in retransmission due
to a segment being delayed (but NOT lost) beyondRTO [7].

2Spurious fast retransmissionoccurs when segments get re-ordered beyond
the DUPACK-threshold in the network before reaching the receiver [7], i.e. the
reordering length is greater than the DUPACK threshold (three for TCP).

• The physical disconnectionof the wireless link during a
hard handoff will also result in a sudden increase of the
RTT.

• A Radio Link Control (RLC) layer between the LLC and
MAC layers, to carry out retransmission at the link layer
(for error recovery) in wireless mobile networks (such as
GPRS and CDMA2000), may result in delay spikes due to
repeated retransmission attempts during link outages and
periods of high link errors.

• Higher-priority traffic, such as circuit-switched voice, can
preempt (block) the data traffic temporarily. The duration
of this blocking may be very long as compared to TCP’s
RTT estimate.

A number of mechanisms have been proposed in the litera-
ture to improve the performance of TCP in the presence of ST
or SFR. For example, Ludwig et.al. [7] uses the TCP times-
tamp option in the Eifel algorithm to resolve retransmission
ambiguity; a retransmit flag, called ”rtx”, is added in the TCP
header [8] also to resolve retransmission ambiguity; Blanton
et.al. proposed using the TCP D-SACK option to detect spuri-
ous retransmissions [9]; Gurtov et.al. have suggested conserva-
tive management of TCP’s retransmission timer [5]. However,
there is no analytical framework to compare the performance
and effectiveness of these improvements.

During recent years, several papers have reported analytical
models to predict the throughput of TCP duringbulk file trans-
fers [10], [11], [12], [13]. Lakshman et. al. [10] analyzed the
performance of one or more TCP connections that share a bot-
tleneck link in a WAN environment for large bandwidth-RTT
product connections. They considered slow start and conges-
tion avoidance, but not timeouts. The model by Mathis et.
al. [11] did not consider retransmission timeouts, and hence
cannot be applied to non-random losses caused by drop-tail
queues. Kumar et. al. [12] modelled and compared several TCP
versions (TCP Tahoe, Reno, NewReno), where they considered
timeouts, and are therefore, more appropriate for the analysis
of local wireless networks. The model proposed by Padhye et.
al. [13] improves the one in [11] by considering the effect of
timeouts and limited receiver window; this model is more accu-
rate than previous models for correlated losses and a wide range
of packet loss rates. However,none of the above models consid-
ers the effect of ST on the steady state throughput of TCP. This
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may be due to the fact that (a) ST does not occur frequently
in wired networks, and (b) ST is considered to be a transient
state in a wired network, and thus cannot produce much impact
on the steady state performance of TCP. However, in wireless
mobile environments, STs are more frequent and must be con-
sidered explicitly in order to accurately model the steady state
throughput of TCP. Theobjectiveof this paper is to develop
an analytical model to enable us to understand and predict the
performance of TCP during STs. This paper differs from pre-
vious research in the fact that the model proposed in the paper
explicitly takes into account the effect of STon the steady state
performance of TCP. The proposed model of TCP will, there-
fore, enhance further development and evaluation of transport
protocols in the area of wireless and mobile networks.

Our proposed model is based on a stochastic analysis of the
steady state sending rate and throughput of TCP Reno as a func-
tion of packet error rate, interval between long delays, anddu-
ration of long delays. The model by Padhye et. al. [13] charac-
terizes both the fast retransmit and the time out behavior ofTCP
Reno, and can accurately predict TCP performance over a wide
range of loss rates. We therefore, use the result of Padhye et. al.
as a basis of our work. From this point on, we will use ”PFTK”
(the initials of the authors) to refer to this model. The main
contributionsof this paper can be summarized as follows:

• we developed an analytical model of TCP performance by
explicitly considering ST effect;

• we compared the effectiveness of our proposed analytical
model with that of PFTK model, and found that our pro-
posed model is much more accurate for estimating TCP
performance in the presence of frequent long delays.

• the model has been validated against simulation results;

The model proposed in this paper is expected to have significant
impacton future transport layer research as follows: (1) There
is always a fundamental trade off between the rapidness of de-
tection of true losses versus the risk of unnecessary retransmis-
sions when designing anRTOcalculation algorithm or setting
related parameters. For example, the TCP parameterRTOmin,
the lower bound of theRTOvalue, has a significant impact on
the effectiveness of theRTOestimator [14]. There is no existing
method to optimally setRTOmin, and the current practice is to
set it to twice the clock granularity. Since our proposed model
considers the effect of ST, it can assist indetermining an appro-
priate value ofRTOmin. (2) There is an increasing research
interest to study the interaction between TCP and lower layer
protocols in wireless environments [4], [15], [2]. The settings
of lower layer protocols, such as handoff schemes in Mobile
IP and retransmission schemes at the link layer, have a non-
trivial impact on the frequency of TCP spurious timeouts. The
model proposed in this paper can facilitate thefine-tuningof
these settings in a more coordinated fashion in order to achieve
an optimal performance. (3) Our proposed model can provide a
framework for evaluating the impact of modifications proposed
to TCP to alleviate the effects of ST, and to compare the per-
formance of the modified TCP with previous versions of TCP.
This will improve the current situation where the modifications
are mainly tested by simulations, and hence may not be able to
cover all possible network scenarios.

The rest of the paper is organized as follows. In Sec. II,
the assumptions for developing our model are discussed, fol-
lowed by the model in Sec. III. We then validate the accuracy
of the proposed model against simulations using thens-2net-
work simulator in Sec. IV. We present the accuracy of our pro-
posed model, and compare the performance of TCP under ST
obtained from our model with a previous TCP model in Sec. V.
Finally, we present concluding remarks in Sec. VI.

II. M ODELLING ASSUMPTIONS

The assumptions we have made for developing our analytical
model of TCP with STs are described below.

• To isolate only the impact of long delays and segment
losses on TCP, we assume that the sending rate is not lim-
ited by the advertised receiver window, and the sender al-
ways has sufficient data to send. This assumption is sat-
isfied easily by setting a large buffer size at the receiver.
Possible extension of our model to limited receiver win-
dow is outlined in Sec. VI.

• Segment losses in a round are independent from losses in
other rounds. Here, a ”round” is defined as the time be-
tween the sending of the first segment in a window to the
receipt of the corresponding acknowledgment (ACK). We
assume that all other segments which were sent after the
first lost segment in a specific round are also lost (same
assumption as in PFTK [13]). This loss model is similar
to the 2-state Markov chain approximation of the loss be-
havior observed in previous research [16].

• The time required to send a window of data is smaller than
an RTT. This assumption is justified by the observations of
simulation trace plots of Fall et. al. performed in [17], and
was also used in the PFTK model [13].

• Our goal is to model the effect of delay spikes caused by
mobile handoffs, link layer retransmissions, and packet
rerouting on the performance of TCP. We therefore, do not
explicitly consider the fluctuation of round trip time mea-
surements caused by queueing delays. We assume that,
in the absence of delay spikes, these measurements com-
pose a stationary random process with an expected value
of RTT .

• Since our main concern in this paper is to model the ef-
fect of Spurious Timeouts on TCP, we assume thatBugFix,
proposed in RFC2582 [18], is enabled to prevent Spurious
Fast Retransmission. However, note that ifBugFix is not
enabled, a Spurious Fast Retransmission usually follows a
Spurious Timeout. This is because the spuriously retrans-
mitted segments produce a sequence of duplicate acknowl-
edgements at the receiver [7].

III. A NALYTICAL MODEL

In this section, our objective is to develop an analytical model
for the ssending rate and throughput of TCP as a function of
packet error rates and long delays. First, we will determinethe
sending rate (Sec. III-D), and then the throughput (Sec. III-E)
will be obtained by subtracting the lost and spuriously retrans-
mitted segments from the sending rate. The model for the send-
ing rate is developed by analyzing the dynamics of the sender’s
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window around a long delay (Sec. III-B). We describe below
the notations that are used in our model.

A. Notations

The notations used in this paper are given below. Our model
is based on the modelling approach used by PFTK model. For
the sake of consistency and ease of understanding by the reader,
we therefore use many of the terminology and notations used
in [13].

I interval between long delays.
D duration of the long delay.
p packet error rate.
b number of segments acknowledged by one ACK seg-

ment. b = 2 when delayed acknowledgment is used
at the receiver.

RTT expected value of round trip time when there is no
long delay.

T0 converged RTO value as defined in Sec. III-B.
W TCP sender window size.
B, T steady state sending rate and throughput, respectively,

of TCP connection.
TDP triple duplicate period, i.e. the time between two suc-

cessive triple duplicate loss indications.
LDP long delay period, which consists of oneTDP , one

long delay, one slow start, and a secondTDP (see
Fig. 1).

NP ”normal period”, which consists ofn instances of
TDP and one instance of timeout period (see Fig. 3).

n number ofTDPs in oneNP .
LDC long delay cycle, which consists ofm NPs and one

LDP (see Fig. 3).
m number ofNPs in oneLDC.
ZTDP , ZNP , ZLDP duration of oneTDP , NP , andLDP ,

respectively, note thatA andS is used in [13] instead
of ZTDP andZNP .

ZTD duration ofn instances ofTDPs in oneNP (see
Fig. 3).

ZTO duration of the timeout period in oneNP (see Fig. 3).
Y number of segments sent from the sender during one

TDP .
Mr number of segments sent duringrth NP , r =

1, 2 · · ·m.
R number of retransmitted segments during the timeout

period in oneNP .
RD number of retransmitted segments duringD.
SST value of slow start threshold at the end of a long delay

D.
v the number of rounds needed to complete the slow

start stage after a long delay.
K number of segments sent during the slow start stage

in anLDP .
U , G number of segments sent during oneLDP and one

LDC respectively.

B. Dynamics of sender window around a long delay

Before we develop a model for the sender’s sending rate in
the next section, we analyze the dynamics of the sender’s win-
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Fig. 1. Segments sent during one Long Delay Period (LDP ).

dow around a long delay in this section. Fig. 1 shows the evo-
lution of sender’s window size as represented by the number
of segments that can be sent. At each round the window is
increased by1/b. After Xi rounds, the long delay (D) begins,
when some of the segments in theXi-th round are delayed (seg-
ments marked ”d”). Since the long delay is of a much larger
timescale than a round, any extra segments that were sent in
roundXi+1, corresponding to the ACKs of successfully deliv-
ered segments of roundXi, are also delayed. AfterT0 seconds,
which is the converged value ofRTOwhen the round trip time is
stable for a relatively long period of time, the sender will time-
out and reduce the window to one and retransmit the first de-
layed segment. If it is not acknowledged within2T0, the sender
will retransmit it again, and so on. The number of retransmis-
sions during the long delay is denoted byRD; all these retrans-
mitted segments are also delayed. Eventually, when the ACK
for the first delayed segments comes back after the long delay
has cleared, the sender will enter slow start and spuriouslyre-
transmit all the delayed segments (segments marked ”s”). The
sender will exit slow start when the window hits the slow start
threshold (denotedSST ).

TCP Reno starts fast retransmit after receiving three dupli-
cate ACKs, which are calledtriple-duplicate loss indications.
Triple Duplicate Period (TDP) is defined in [13] as a period
between two successive triple-duplicate loss indications. We
define a Long Delay Period (LDP) as consisting of two con-
secutive TDPs, one long delay, and one slow start as shown in
Fig. 1. Note that even though the first period, labelled with
TDPi in the figure, does not end with a triple duplicate loss in-
dication, the number of segments sent and the duration ofTDPi

is the same as other TDPs, so we just use TDP for convenience.
The sender’s window wasWi−1 at the end ofTDPi−1; after
the fast retransmit, it has been reduced toWi−1/2, which is the
sender’s window at the start ofTDPi.

C. Statistical modelling of the long delay pattern

In this section, we develop a model for the long delay pattern,
which will be used to model the sending rate in Sec. III-D. The
round trip times as measured by the sender in the presence of
long delays is shown in Fig. 2(a). We use a two-state Markov
chain to model the start and end of a long delay as shown in
Fig. 2(b). The two states are: Interval between long delays (SI )
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Fig. 2. (a) Variation of RTT showing four long delays, and (b)model of long
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and long Delay (SD). Here, we assume that the length of theSI

andSD states are both exponentially distributed, withd andq
being the transition probabilities from stateSI to stateSD and
stateSD to stateSI , respectively. By solving the Markov chain
in Fig. 2(b), the relationship betweenI andD can be expressed
as:

E(D) =
d E(I)

d + q
(1)

Given a model for the lower layer events (such as link layer re-
transmission, mobile handoff, etc. [19]) that cause long delays,
we can obtain the values ofE(I), E(D), d, andq to be used in
Eqn. (1).

D. Modelling the TCP sending rate
In this section, we consider the sending rate of TCP as a func-

tion of p, I, andD. The average sending rate of TCP can be
calculated as

B(p, I, D) =
E(G)

mE (ZNP ) + E (ZLDP )
(2)

where, the numerator denotes the number of segments sent dur-
ing one Long Delay Cycle (LDC) (to be derived in Sec. III-D.2)
and the denominator is the duration of an LDC. We first look at
the macroscopic behavior of one LDP in Sec. III-D.1, which
will then be used to determine the number of segments sent and
the duration of an LDC.

1) Analysis of a Long Delay Period (LDP):The total num-
ber of segments sent during one LDP is the sum of segments
sent during twoTDP periods, the timeout period, and the slow
start stage (Fig. 1):

E(U) = 2E(Y ) + E(RD) + E(K) (3)

The duration of LDP can be written as the sum of the time du-
ration of the two TDP periods, the long delay, and one slow
start stage, minus the overlapping area (2RTT ) betweenD and
TDPi:

E(ZLDP ) = 2E(ZTDP ) + E(D) + v RTT − 2RTT

= 2E(ZTDP ) + E(D) + (v − 2) RTT (4)

E(Y ) andE(ZTDP ) in Eqns. (3) and (4) can be determined
from Eqns. (6) and (7), which can be obtained from the PFTK
model [13] as follows:

E(W ) =

√
8

3bp
(5)

E(Y ) =
1 − p

p
+ E(W ) =

1 − p

p
+

√
8

3bp
(6)

E(ZTDP ) =

(
b

2
E(W ) + 1

)
RTT (7)

Next, we derive the three unknown variables (E(RD), v, and
E(K)) in Eqns. (3) and (4).

Determination of E(RD): Since we assume thatD is ex-
ponentially distributed (see Sec. III-C) with meanE(D), if the
sender experiences a long delay ofD, the probability that there
is one timeout is:

Pr (T0 < D ≤ 2T0) = Pr(D ≤ 2T0) − Pr(D ≤ T0)

= e
−

T0
E(D) − e

−
2T0

E(D) (8)

The probability that there are two or more timeouts is:

Pr (D > 2T0) = e
−

2T0
E(D) (9)

Because the sender sends out a segment when a timeout occurs,
the number of segments sent duringD is the same as the num-
ber of timeouts. since the sender can backoff a maximum of 6
times to get aRTO of 64T0, the number of segments sent can
be expressed as:

E(RD) = 1Pr (T0 < D ≤ 2T0) + 2Pr (2T0 < D ≤ 3T0) +

· · · + 6Pr (32T0 < D ≤ 64T0)

=

5∑

j=0

(
e
−

2jT0
E(D) − e

−
64T0
E(D)

)
(10)

Determination of v: After the long delay, theSST value
will be max(Wi/2, 2) if there is only one timeout duringD,
otherwise it will be two for two or more timeouts. Therefore,
the expected value ofSST after the long delay is:

E(SST ) = max(Wi/2, 2)

(
e
−

T0
E(D) − e

−
2T0

E(D)

)
+ 2e

−
2T0

E(D) (11)

During the slow start, if the receiver adopts delayed acknowl-
edgment, the sender’s congestion window will grow by half of
the window size in the previous round according to the follow-
ing rule:

cwndj+1 = cwndj +

⌈(
cwndj

2

)⌉
with cwnd1 = 1, j = 1, 2, 3 · · ·

(12)
which can be approximated as:

cwndj =

(
3

2

)j

j = 1, 2, 3 · · · (13)

End of the slow start stage atE(SST ) after v rounds implies
thatcwndv = E(SST ); the number of rounds needed to com-
plete this stage is approximately expressed as:

v =

⌈
log

(E(SST ))

3/2

⌉
≈ d1.71 log (E (SST ))e (14)

Determination of E(K): The number of segments sent in
each round of the slow start stage in Fig. 1 is given in Eqn. (13).
So the number of segments sent during slow start can be ap-
proximated by the sum of the segments sent during thesev
rounds:

E(K) =

v∑

j=1

(
3

2

)j

≈ 3

(
3

2

)d1.71 log(E(SST ))e

− 3 (15)

By substitutingE(RD), v, andE(K) from Eqns. (10), (14),
and (15) into Eqns. (3) and (4), we can obtain the number of
segments sent and the duration of one LDP.
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2) Analysis of one Long Delay Cycle (LDC): In Eqn. (2),
ZNP can be obtained from [13] as given in Eqn. (16),
E(ZLDP ) has already been developed in Sec. III-D.1, and
E(G) depends onm, E(U), E(Mr), E(R). E(Mr) andE(R)
can be obtained from [13] as given in Eqns. (16) and (17) .

E(ZNP ) = E(n)E(ZTDP ) + E
(
ZTO

)

=

(
b

2
E(W ) + 1

)
E(n)RTT + T0

fp

1 − p
(16)

where fp = 1 +

6∑

i=1

2i−1pi

E(Mr) = E(n)E(Y ) + E(R) =

1−p
p

+

√
8

3bp

min

(
1, 3

√
3bp
8

) +
1

1 − p
(17)

E(n) andE(R) in Eqns. (16) and (17) can be determined from
Eqns. (18) and (19), which can be obtained from the PFTK
model [13] as given below.

E(n) =
1

min
(
1, 3

E(W )

) (18)

E(R) =
1

1 − p
(19)

E(U) has already been developed in Sec. III-D.1, which leaves
us with only determiningm.

We define another term, calledLDC (as shown in Fig. 3),
which starts with the end of the previousLDP. An LDC consists
of several instances of ”normal periods” (NP) at the beginning
and anLDP at the end. Here, the ”normal period” denotes the
time interval with no long delays, which is equal to the sum of
ZTD andZTO; values ofZTD andZTO are obtained from [13]
as given in Eqn. (16).

Referring to Fig. 3, the interval between long delays (I) con-
sists of a slow start phase following the previous long delay, m
instances ofNP and aTDP . We can calculatem as:

m =
E(I) − 2E

(
ZTDP

)
− v · RTT

E (ZNP )
(20)

Since oneLDC consists ofm instances ofNP and ends
with oneLDP , the duration of oneLDC can be obtained as:
mE

(
ZNP

)
+ E

(
ZLDP

)

The total number of segments sent during oneLDC is the
sum of segments sent duringm instances ofNP period and an
LDP period:

E(G) =

m∑

r=1

Mr + E(U) = mE(Mr) + E(U) (21)

By substitutingE(G) from Eqn. (21) into Eqn. (2), we can ob-
tain the steady state sending rate of the TCP sender.

E. Modelling TCP throughput
We determine the TCP throughput by subtracting the spuri-

ously retransmitted and lost segments from the sending rate(de-
rived in Sec. III-D). Referring to Fig. 1, the delayed segments
in theXi andXi+1-th rounds of the first TDP are subsequently
spuriously retransmitted during the slow start stage. Therefore,
we need to subtract one window of segments (E(W )) from
E(Y ).

E(Y ′
1) = E(Y ) − E(W ) =

1 − p

p
(22)

In the second TDP of the LDP period, the lost segments
(marked ”x”) need to be subtracted from the sending rate, i.e.
on the average, we need to subtractE(W )

2 .

E(Y ′
2) = E(Y ) −

E(W )

2
=

1 − p

p
+

E(W )

2
(23)

Because the segments retransmitted during the timeout period
are discarded by the receiver, we can replaceE(R) in Eqn. (17)
with E(R′) = 1. Similarly, we haveE(R′

D
) = 1. Replacing

E(Y ), E(R) andE(RD) in Eqns. (3) and (17) withE(Y ′),
E(R′) andE(R′

D
), we obtain:

E(U ′) = E(Y ′
1) + E(R′

D) + E(K) + E(Y ′
2) (24)

E(M ′
r) = E(n)E(Y ′

2) + E(R′) (25)

Therefore, the average TCP throughput during oneLDC can
be calculated as the total number of segments delivered to the
receiver divided by the duration of one LDC. The segments
delivered can be obtained by replacingE(U) and E(Mr) in
Eqn. (21) withE(U ′) andE(M ′

r). Although we subtract the
spuriously retransmitted and lost segments from the total num-
ber of segments received at the receiver, the duration of an LDC
remains unchanged. We can write the throughput of the TCP
connection as:

T (p, I, D) =
mE(M ′

r) + E(U ′)

mE(ZNP ) + E(ZLDP )
(26)

IV. SIMULATION SETUP

In order to validate the accuracy of our model presented in
Sec. III, we compare the results obtained from the analytical
model against simulation results obtained from thens-2 [20]
network simulator in Sec. V. The long delays are simulated
using anns-2module called ”hiccup” [21] which holds all the
arriving segments for timeD, before releasing them into the
link. This ”hiccup” module enables us to accurately controlthe
start and end of long sudden delays. The simulation topology
is shown in Fig. 4, where a TCP Reno sender sends FTP traffic
to a destination via a link equipped with a hiccup module and
an error module. The queue size of the link is set to be large
enough (800 packets) to remove the possibility of packet drops
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TABLE I
SIMULATION PARAMETERS FOR THE TOPOLOGY OFFIG. 4.

Protocol TCP Reno
Header size 40 bytes
Payload size 536 bytes
rwnd limit 800 segments
Initial cwnd 1 segment
Initial ssthresh 800 segments
link bandwidth 300Mbps
link propagation delay 50 - 200 ms
link loss rate 0.001 - 0.5
link buffer size limit 800 packets

caused by link queue overflows. The packet error rate can thus
be accurately controlled by the error module.

We insert the hiccup module to simulate different delay pat-
terns (E(I), E(D)) (see Sec. III-C), and also simulate the
packet error ratep using a 2-state Markov error module. We
measure the sending rate (B) and the throughput (T ) of TCP,
and compare them with the PFTK model and our proposed an-
alytical model in Sec. V. Values of relevant simulation parame-
ters are summarized in Table I. Note that we set therwnd limit
to a large value of 800 segments to avoid any effect of the adver-
tised receiver window on the sending rate and throughput. We
also set the link bandwidth to a large value of 300Mbps to simu-
late the sender behavior of probing for available network band-
width. The sending rate and throughput are, therefore, only
limited by the values ofp, I, andD.

We vary the interval between the long delays (I) with an ex-
pected value ranging from 30 to 240 seconds, and long delay
duration (D) with an expected value ranging from 2 to 12 sec-
onds. For eachp, I, D, RTT combination, we run the simula-
tion for 100 times, with 300 seconds for each run to make the
simulation results statistically trustable.

V. RESULTS

In this section, we evaluate the effectiveness of our proposed
model by comparing the sending rate and throughput predicted
by our model and the PFTK model against the values obtained
from simulation. To find out the sensitivity of these two mod-
els to different values ofE(D)/E(I) ratio, RTT , andp, we
also compared the mean square estimation error and the 95%
confidence interval error range of the two models for these pa-
rameters.

A. Comparison of sending rate estimation

We compare the predicted sending rate from our proposed
model and PFTK model against simulation results. Figs. 5
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Fig. 5. Sending rate estimation forRTT=200ms andE(I)=30 sec.
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Fig. 6. Sending rate estimation forRTT=200ms andE(I)=240 sec.

and 6 show the scenarios whereRTT = 200ms,E(I) = 30 and
240 seconds, andE(D) ranges from 6 to 12 seconds. Fig. 5
shows that the proposed model can predict the sending rate
more accurately than the PFTK model. It is also shown that
whenE(D) increases, as expected, the gap between the PFTK
model and the simulation result increases, but the proposed
model accommodates the increase ofE(D) well. WhenE(I)
increases to 240 (Fig. 6), implying that the long delays are much
more sparse than theI = 30 scenario, the estimations from the
proposed model and the PFTK model are rather close. We re-
peated the above experiments forRTT = 400ms, and obtained
similar results as shown in Figs. 7 and 8.

B. Comparison of throughput estimation

Next, we compare the predicted throughput from the pro-
posed model and the PFTK model against the values obtained
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Fig. 7. Sending rate estimation forRTT=400ms andE(I)=30 sec.
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Fig. 8. Sending rate estimation forRTT=400ms andE(I)=240 sec.

from simulation. Figs. 9 and 10 show the results forRTT =
200ms,E(I) = 30 and 240 seconds, andE(D) ranging from 6
to 12 seconds. Fig. 9 shows that the proposed model can also
predict the actual throughput more accurately than the PFTK
model. It is also shown that whenE(D) increases, the dif-
ference between the PFTK model and the simulation result in-
creases, but the proposed model accommodates this increase
well. WhenE(I) is increased to 240 (Fig. 10), the estima-
tions from the proposed model and the PFTK model are close.
We then repeated the comparisons forRTT = 400ms, and ob-
tained the similar results shown in Figs. 11 and 12.

C. Mean square estimation error and error range

To investigate and compare the sensitivity of our proposed
model and the PFTK model toE(D)/E(I), RTT , andp, we
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Fig. 9. Throughput estimation forRTT=200ms andE(I)=30 sec.

10
−3

10
−2

10
−1

10
0

10
0

10
1

10
2

10
3

  E(D)=6

Packet error rate  p

T
hr

ou
gh

pu
t (

se
gm

en
ts

/s
ec

) 

10
−3

10
−2

10
−1

10
0

10
0

10
1

10
2

10
3

  E(D)=8

Packet error rate  p

T
hr

ou
gh

pu
t (

se
gm

en
ts

/s
ec

) 

10
−3

10
−2

10
−1

10
0

10
0

10
1

10
2

10
3

  E(D)=10

Packet error rate  p

T
hr

ou
gh

pu
t (

se
gm

en
ts

/s
ec

) 

10
−3

10
−2

10
−1

10
0

10
0

10
1

10
2

10
3

  E(D)=12

Packet error rate  p

T
hr

ou
gh

pu
t (

se
gm

en
ts

/s
ec

) 

proposed model
PFTK model
simulation

proposed model
PFTK model
simulation

proposed model
PFTK model
simulation

proposed model
PFTK model
simulation

Fig. 10. Throughput estimation forRTT=200ms andE(I)=240 sec.

defineSquared Estimation Errorsof sending rate and through-

put asε2
B

=
(

Ba−Bs

Bs

)2

and ε2
T

=
(

Ta−Ts

Ts

)2

, respectively.

Here,Ba andBs are the sending rate obtained from analyti-
cal models and simulations, respectively; similarly,Ta, andTs

are the throughput obtained from analytical models and sim-
ulations, respectively. TheMean Squared Estimation Error
(MSEE) is defined as the mean of the Squared Estimation Er-
rors of sending rate and throughput asε2

B
andε2

T
, respectively.

The 95% confidence interval forε2
B

andε2
T

are represented by

ε̃2
B

and ε̃2
T

, respectively. We compute and plotε2
B

andε2
T

for
both the proposed model and the PFTK model. We also investi-

gatedε̃2
B

andε̃2
T

which indicate the oscillation of the estimation
error around its mean value, of the two models.

First, we investigate the impact of the ratioE(D)/E(I) on
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Fig. 11. Throughput estimation forRTT=400ms andE(I)=30 sec.
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Fig. 12. Throughput estimation forRTT=400ms andE(I)=240 sec.

ε2
B

and ε2
T

of the proposed and PFTK models. We define
E(D)/E(I) as theLong Delay Frequency(LDF), which rep-
resents the frequency of long delays within a period of time.

Figs. 13 and 14 showε2
B

, ε2
T

, ε̃2
B

, and ε̃2
T

versus LDF. When
LDF increases, PFTK model’sε2

B
andε2

T
increase dramatically.

However, we can observe that the proposed model’sε2
B

andε2
T

are almost constant with increase of LDF values. This is be-
cause a higherD/I ratio means longer delays with relatively
short intervals, thereby making the impact of long delays on
the PFTK model more severe.

To determine the change ofε2
B

andε2
T

of the two models as
a function ofRTT , we investigate the sensitivity ofε2

B
andε2

T

versusRTT . Figs. 15 and 16 showε2
B

, ε2
T

, ε̃2
B

, and ε̃2
T

ver-
susRTT . When theRTT increases, bothε2

B
andε2

T
decrease.

This is due to the fact that the impact of long delays on the send-
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Fig. 13. Sending rate estimation error vs. LDF.
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Fig. 14. Throughput estimation error vs. LDF.

ing rate and throughput becomes insignificant when theRTT
increases.

Figs. 17 and 18 showε2
B

, ε2
T

, ε̃2
B

, andε̃2
T

versus packet error
rates. Whenp increases, bothε2

B
and ε2

T
increase. We can

see that if we can controlp < 0.1, we can expect the MSEE
of the bandwidth and throughput of the proposed model to be
under 5%.

VI. CONCLUSION

TCP has been found to perform poorly in the presence of spu-
rious timeouts caused by delay spikes which are more frequent
in today’s wireless mobile networks as compared to traditional
wired network. Previous analytical models didn’t considerthe
effect of spurious timeouts on the steady state performanceof
TCP. In this paper, we developed an analytical model to study
TCP sending rate and throughput as a function of packet error
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Fig. 15. Sending rate estimation error vs.RTT .
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Fig. 16. Throughput estimation error vs.RTT .
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Fig. 17. Sending rate estimation error vs.p.
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Fig. 18. Throughput estimation error vs.p.

rate and the characteristics of long delays. We have used sim-
ulation results to validate accuracy of the proposed model and
compared with that of the PFTK model. We have shown that
the proposed model is more accurate than the PFTK model in
estimating the steady state sending rate and throughput of TCP
in presence of frequent long delays.

Due to space limitations, we could not present the extension
of our model to the finite receiver buffer case. However, the
extension can be done by changing Eqns. (5), (6), and (11), and
following the approach used in [13].
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