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Abstract— TCP has been found to perform poorly in the pres-
ence of spurious timeouts (ST) caused by delay spikes which are
especially more frequent in today’s wireless mobile networks than
in traditional wired network. Because STs do not frequently oc-
cur in wired networks, and are generally considered to represent
a transient state, previous research did not consider the effestof
ST on the steady state performance of TCP. However, ST is more
frequent in wireless mobile environments, and must be considered
explicitly to accurately model the steady state sending rate and
throughput of TCP. In this paper, we propose an analytical model
for the sending rate and throughput of TCP Reno as a function
of packet error rate and characteristics of spurious timeouts. he
accuracy of the proposed model has been validated against simu-

« The physical disconnectionf the wireless link during a
hard handoff will also result in a sudden increase of the
RTT.

« A Radio Link Control (RLC) layer between the LLC and
MAC layers, to carry out retransmission at the link layer
(for error recovery) in wireless mobile networks (such as
GPRS and CDMA2000), may result in delay spikes due to
repeated retransmission attempts during link outages and
periods of high link errors.

« Higher-priority traffic, such as circuit-switched voicearc
preempt (block) the data traffic temporarily. The duration

lation results. The accuracy of the model has also been compared
with previous models, and has been found to be more accurate
than previous models in the presence of spurious timeouts.

of this blocking may be very long as compared to TCP’s
RTT estimate.

A number of mechanisms have been proposed in the litera-
ture to improve the performance of TCP in the presence of ST
or SFR. For example, Ludwig et.al. [7] uses the TCP times-
tamp option in the Eifel algorithm to resolve retransmissio
TCP is the dominant transport layer protocol in the IP prot imbiguity; a retransmit flag, called rtx IS addgd n theHC

eader [8] also to resolve retransmission ambiguity; Blant

col suite, which carries most of the Internet traffic such &bw | 4 usi h : q .
browsing, bulk file transfer and Telnet. TCP was initially deet'a' proposed using the TCP D-SACK option to detect spuri-

signed for wired networks, and hence performs poorly in tf/S étransmissions [9]; C,Eurtov et.al. have suggestececans
presence of delay spikes which are especially more fregnenf V€ Management of TCP's retransmission timer [5]. However
today’s wireless mobile networks than in traditional wirest- there is no analytical framgwork to compare the performance
work [1], [21, [3], [4], [5]. A sudden increase of the instant 2Nd effectiveness of these improvements.

neous round trip timeRTT) beyond the sender’s retransmis- During recent years, several papers have reported aralytic
sion timeout valueRT O) causes retransmission ambiguity [6]models to predict the throughput of TCP durimglk file trans-

[7], resulting inSpurious Timeout{ST) andSpurious Fast Re- fers[10], [11], [12], [13]. Lakshman et. al. [10] analyzed the
transmission% (SFR) which produce serious end-to-end TCPerformance of one or more TCP connections that share a bot-
performance penalty [4], [7]. Causes of delay spikes in @wirtleneck link in a WAN environment for large bandwidth-RTT
less mobile environment include [1]: product connections. They considered slow start and cenges

« The handoff of a mobile host between cells requires thOn avoidance, but not timeouts. The model by Mathis et.
base station to do channel allocation before data can ¥e [11] did not consider retransmission timeouts, and &enc

transmitted from the mobile host. This causes segment<£afnot be applied to non-random losses caused by drop-tail
the mobile host to be queued until the completion of tHaueues. Kumar et. al. [12] modelled and compared several TCP
channel allocation, giving rise to sudden extra delay (¥Ersions (TCP Tahoe, Reno, NewReno), where they considered
addition to the normaRTT). timeouts, and are therefore, more appropriate for the aizaly
of local wireless networks. The model proposed by Padhye et.
1 Spurious timeoutis defined as a timeout which would not have happeneal' [13] |mproye§ the one. In [11] by cor.1$|der|ng.the effect of
if the sender waited long enough. Itis a timeout resultingstransmission due timeouts and limited receiver window; this model is moretacc
to a segment being delayed (but NOT lost) beydtiiO [7]. rate than previous models for correlated losses and a widgra
Spurious fast retransmissionoccurs when segments get re-ordered beyondf ket t H fthe ab del id
the DUPACK-threshold in the network before reaching thenex [7], i.e. the of packetloss rates. Howeveone or the above models consia-

reordering length is greater than the DUPACK thresholcegtor TCP). ers the effect of ST on the steady state throughput of TGR
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may be due to the fact that (a) ST does not occur frequentlyThe rest of the paper is organized as follows. In Sec. Il,
in wired networks, and (b) ST is considered to be a transiethe assumptions for developing our model are discussed, fol
state in a wired network, and thus cannot produce much impémwed by the model in Sec. Ill. We then validate the accuracy
on the steady state performance of TCP. However, in wireleslsthe proposed model against simulations usingrite net-
mobile environments, STs are more frequent and must be caroerk simulator in Sec. IV. We present the accuracy of our pro-
sidered explicitly in order to accurately model the steadyes posed model, and compare the performance of TCP under ST
throughput of TCP. Thebjectiveof this paper is to develop obtained from our model with a previous TCP model in Sec. V.
an analytical model to enable us to understand and predict f#inally, we present concluding remarks in Sec. VI.

performance of TCP during STs. This paper differs from pre-

vious research in the fact that the model proposed in therpape 1. MODELLING ASSUMPTIONS

explicitly takes into account the effect of 8i the steady state Th i h de for developi Mtical
performance of TCP. The proposed model of TCP will, there- € assumptions we have made for developing our analytica

. model of TCP with STs are described below.
fore, enhance further development and evaluation of tr@msp ) .
protocols in the area of wireless and mobile networks. « To isolate only the impact of long de'aYS and gegmept
) ] ] losses on TCP, we assume that the sending rate is not lim-
Our proposed model is based on a stochastic analysis of the jteq py the advertised receiver window, and the sender al-

;teady state sending rate.andthroughput of TCP Reno as-afunc ways has sufficient data to send. This assumption is sat-
tion of packet error rate, interval between long delays, aund isfied easily by setting a large buffer size at the receiver.
ration of long delays. The model by Padhye et. al. [13] charac  pyssible extension of our model to limited receiver win-
terizes both the fast retransmit and the time out behavioCét dow is outlined in Sec. VI.

Reno, and can accurately predict TCP performance over a widg Segment losses in a round are independent from losses in
range of loss rates. We therefore, use the result of Padhgé et other rounds. Here. a "round” is defined as the time be-

as a basis of our work. From this point on, we will use "PFTK”  1,can the sending of the first segment in a window to the

(the i_nitia_\ls of the_ authors) to refer to thi_s model. The main receipt of the corresponding acknowledgment (ACK). We
contributionsof this paper can be summarized as follows: assume that all other segments which were sent after the
« we developed an analytical model of TCP performance by first lost segment in a specific round are also lost (same
explicitly considering ST effect assumption as in PFTK [13]). This loss model is similar
« we compared the effectiveness of our proposed analytical to the 2-state Markov chain approximation of the loss be-
model with that of PFTK model, and found that our pro-  havior observed in previous research [16].
posed model is much more accurate for estimating TCP« The time required to send a window of data is smaller than
performance in the presence of frequent long delays. an RTT. This assumption is justified by the observations of
« the model has been validated against simulation results;  simulation trace plots of Fall et. al. performed in [17], and
was also used in the PFTK model [13].
Our goal is to model the effect of delay spikes caused by
mobile handoffs, link layer retransmissions, and packet
rerouting on the performance of TCP. We therefore, do not
explicitly consider the fluctuation of round trip time mea-
surements caused by queueing delays. We assume that,
in the absence of delay spikes, these measurements com-
pose a stationary random process with an expected value
of RTT.
« Since our main concern in this paper is to model the ef-
fect of Spurious Timeouts on TCP, we assume BwgFix
proposed in RFC2582 [18], is enabled to prevent Spurious
Fast Retransmission. However, note thaBifgFixis not
enabled, a Spurious Fast Retransmission usually follows a
Spurious Timeout. This is because the spuriously retrans-
mitted segments produce a sequence of duplicate acknowl-
edgements at the receiver [7].

The model proposed in this paper is expected to have significa
impacton future transport layer research as follows: (1) There *
is always a fundamental trade off between the rapidness-of de
tection of true losses versus the risk of unnecessary atrign
sions when designing @lTO calculation algorithm or setting
related parameters. For example, the TCP paranittep,,,;,,

the lower bound of th&®TOvalue, has a significant impact on
the effectiveness of tHRTOestimator [14]. There is no existing
method to optimally seRT'O,,.;,,, and the current practice is to
set it to twice the clock granularity. Since our proposed etod
considers the effect of ST, it can assistligtermining an appro-
priate value of RT'O,,;,. (2) There is an increasing research
interest to study the interaction between TCP and lowerrlaye
protocols in wireless environments [4], [15], [2]. The Bels

of lower layer protocols, such as handoff schemes in Mobile
IP and retransmission schemes at the link layer, have a non-
trivial impact on the frequency of TCP spurious timeoutse Th
model proposed in this paper can facilitate fhe-tuningof
these settings in a more coordinated fashion in order teeaehi 1. ANALYTICAL MODEL

an optimal performance. (3) Our proposed model can provide dn this section, our objective is to develop an analyticatielo
framework for evaluating the impact of modifications progas for the ssending rate and throughput of TCP as a function of
to TCP to alleviate the effects of ST, and to compare the pgracket error rates and long delays. First, we will deterrttiree
formance of the modified TCP with previous versions of TCBending rate (Sec. IlI-D), and then the throughput (Seet)ll
This will improve the current situation where the modificats  will be obtained by subtracting the lost and spuriouslyanesr

are mainly tested by simulations, and hence may not be ablenited segments from the sending rate. The model for the-send
cover all possible network scenarios. ing rate is developed by analyzing the dynamics of the sender



window around a long delay (Sec. 1lI-B). We describe belo [] Acked segment

Segment s

the notations that are used in our model. Sent [d] del ayed segnent
[x] 1 ost segnent
A. Notations ‘rg\/\/ [S]spuriously retransmvtytjd segnent
The notations used in this paper are given below. Our modgy. /2 g X
is based on the modelling approach used by PFTK model. Fpr d X
the sake of consistency and ease of understanding by therrea g R st
we therefore use many of the terminology and notations used d| =" [s[s[s
. d @ @...s\sss No. of rounds
in [13]. Zer B o Lsow. b b
1 interval between long delays. b bm? S Start' DR,
D duration of the long delay. [OP
D packet error rate.
b number of segments acknowledged by one ACK sefig- 1. Segments sent during one Long Delay Period {).
ment. b = 2 when delayed acknowledgment is used
at the receiver.
RTT expected value of round trip time when there is ngow around a long delay in this section. Fig. 1 shows the evo-
long delay. lution of sender's window size as represented by the number
T converged RTO value as defined in Sec. 11I-B. of segments that can be sent. At each round the window is
W TCP sender window size. increased byl /b. After X; rounds, the long delay¥) begins,
B, T steady state sending rate and throughput, respectivefjen some of the segments in thig-th round are delayed (seg-
of TCP connection. ments marked "d”). Since the long delay is of a much larger
TDP triple duplicate period, i.e. the time between two sudimescale than a round, any extra segments that were sent in
cessive triple duplicate loss indications. round X; 1, corresponding to the ACKs of successfully deliv-
LDP long delay period, which consists of offdD P, one ered segments of round;, are also delayed. Aftél, seconds,
long delay, one slow start, and a secRfP (see Wwhichis the converged value BTOwhen the round trip time is
Fig. 1). stable for a relatively long period of time, the sender vititi¢-
NP “normal period”, which consists of. instances of out and reduce the window to one and retransmit the first de-
TDP and one instance of timeout period (see Fig. 3)ayed segment. If it is not acknowledged withif,, the sender
n number of’DPs in oneN P. will retransmit it again, and so on. The number of retransmis
LDC long delay cycle, which consists @f N Ps and one Sions during the long delay is denoted By,; all these retrans-
LDP (see Fig. 3). mitted segments are also delayed. Eventually, when the ACK
number of N Ps in oneLDC. for the first delayed segments comes back after the long delay

ZTDP ZNP 7LDP duration of onel’ DP, NP, andLDP, has cleared, the sender will enter slow start and spuriaesly

respectively, note that andS is used in [13] instead transmit all the delayed segments (segments marked "s'@. Th

of ZTPP andZNP. sender will exit slow start when the window hits the slow star
duration ofn instances of’ DPs in one NP (see threshold (denotedST).
Fig. 3). TCP Reno starts fast retransmit after receiving three dupli

duration of the timeout period in omé P (see Fig. 3). cate ACKs, which are callettiple-duplicate loss indications

Y  number of segments sent from the sender during omgple Duplicate Period (TDP) is defined in [13] as a period
TDP. between two successive triple-duplicate loss indicationge
M, number of segments sent during, NP, » = define a Long Delay Period (LDP) as consisting of two con-
1,2---m. secutive TDPs, one long delay, and one slow start as shown in
R number of retransmitted segments during the timeobitg. 1. Note that even though the first period, labelled with
period in oneN P. TDP; in the figure, does not end with a triple duplicate loss in-
Rp number of retransmitted segments duriig dication, the number of segments sent and the duratiafibdf;
SST value of slow start threshold at the end of a long deldg the same as other TDPs, so we just use TDP for convenience.
D. The sender’s window wab/;_, at the end of[DP,_; after
v the number of rounds needed to complete the sldie fast retransmit, it has been reducediito ; /2, which is the
start stage after a long delay. sender’s window at the start GiDP;.
K number of segments sent during the slow start stage
inanLDP. C. Statistical modelling of the long delay pattern
U, G number of segments sent during oh® P and one . .
LDC respectively. I_n thls_sectlon, we develop a mode! for the I_ong delay pattern
which will be used to model the sending rate in Sec. llI-D. The
. ) round trip times as measured by the sender in the presence of
B. Dynamics of sender window around a long delay long delays is shown in Fig. 2(a). We use a two-state Markov

Before we develop a model for the sender’s sending ratedhain to model the start and end of a long delay as shown in
the next section, we analyze the dynamics of the sender’s wifig. 2(b). The two states are: Interval between long del8y} (



Next, we derive the three unknown variablds(Rp), v, and

Round trip 5 E(K)) in Egns. (3) and (4).

° G Lq Determination of E(Rp): Since we assume thd? is ex-
m ponentially distributed (see Sec. IlI-C) with me&{D), if the

sender experiences a long delay/afthe probability that there

RTT tine is one timeout is:
(a) (b)
Pr(To < D <2Ty) = Pr(D <2Tp) — Pr(D < To)
Fig. 2. (a) Variation of RTT showing four long delays, and igdel of long =) g
delays. = ¢ —e ®)
The probability that there are two or more timeouts is:
and long Delay §p). Here, we assume that the length of e 279

: : . Pr (D 2Ty) = e EMD) 9
and Sp states are both exponentially distributed, withindq r(D>2) =e ®)
being the transition probabilities from staffe to stateSp and  Because the sender sends out a segment when a timeout occurs,
stateSp to stateS;, respectively. By solving the Markov chainthe number of segments sent duribgs the same as the num-

in Ei i i ber of timeouts. since the sender can backoff a maximum of 6
in Fig. 2(b), the relationship betwedrand D can be expressed fimes to get aRT'0 of 647, the nUMbEr of segments sent can

as: be expressed as:
d E(I)
E(D) = pn (l) E(Rp) = 1Pr(To < D <2Tp)+2Pr (2179 < D < 3Tp) +
) 7 , -+ 6Pr (32T < D < 64Tp)
Given a model for the lower layer events (such as link layer re 5 y ‘
transmission, mobile handoff, etc. [19]) that cause lorgyde - Z (e—% _ e—%) (10)
we can obtain the values & (I), E(D), d, andgq to be used in im0
Eqgn. (2).

Determination of v: After the long delay, thes ST value

D. Modelling the TCP sending rate will be max(W;/2,2) if there is only one timeout durind,
. . . : herwise it will be two for two or more timeouts. Therefore
In this section, we consider the sending rate of TCP as afur%’y},-e expected value ST after the long delay is: ’
tion of p, I, andD. The average sending rate of TCP can be P atS g yis:
calculated as T, 21, 21y
E(G) E(SST) = max(W;/2,2) ((W - e’W) +2¢ EMD)  (11)

B(p.1,D) = mE (ZNP) + E (ZLDP)

@

During the slow start, if the receiver adopts delayed acknow
where, the numerator denotes the number of segments sent ddgment, the sender’s congestion window will grow by half of
ing one Long Delay Cycle (LDC) (to be derived in Sec. |||_D_2}he window size in the previous round according to the follow
and the denominator is the duration of an LDC. We first look 419 "Ule:

the macroscopic behavior of one LDP in Sec. IlI-D.1, which cwnd; . '
will then be used to determine the number of segments sent affgdi+1 = cwnd; + K ﬂ withcwndy =1, j=1,2,3--
the duration of an LDC. 12)

1) Analysis of a Long Delay Period (LDP)The total num- Which can be approximated as:
ber of segments sent during one LDP is the sum of segments

sent during twdl’ D P periods, the timeout period, and the slow 3y
start stage (Fig. 1): cwnd; = (5) j=1,2,3-- 13)
B(U) =2B(Y) + B(Rp) + E(K) () End of the slow start stage &t(SST) afterv rounds implies

The duration of LDP can be written as the sum of the time d¢fatcwnd, = E(SST); the number of rounds needed to com-
ration of the two TDP periods, the long delay, and one slolete this stage is approximately expressed as:
start stage, minus the overlapping areR1'T") betweenD and

TDP;: v [mgg%s"ﬂ ~ [1.711og (E (SST))] (14)
E(zPPYy = 2E(ZTPP)4+ E(D)+vRTT —2RTT
2E(ZTPPY + E(D) + (v — 2) RTT ) Determination of E(KX): The number of segments sent in

each round of the slow start stage in Fig. 1 is given in Egn). (13

E(Y) and E(ZTPP) in Egns. (3) and (4) can be determined© the number of segments sent during slow start can be ap-
from Eqns. (6) and (7), which can be obtained from the PETRfOXimated by the sum of the segments sent during these

model [13] as follows: rounds:
8 3 L /3\J (3 (1T es(E(SST))]
EW) = A3, ®) E(K)_z;(i) ~3(5) -3 @
P
BY) = 1P 4 gw)y=1ZP 8 6 .
¥ = = rEW== 3bp 6) By substitutingE(Rp), v, and E(K) from Egns. (10), (14),

Dp b and (15) into Egns. (3) and (4), we can obtain the number of
B(z"77) = <§E(W) + 1) RTT (") segments sent and the duration of one LDP.



The total number of segments sent during dnecC is the

Segnent s
sent — sum of segments sent duringinstances ofV P period and an
LDP period:
mi nstances of m
normal periods E(G) — Z M, + E(U) — mE(MT) + E(U) (21)
r=1
;’f Jfrr By substitutingF(G) from Eqgn. (21) into Eqn. (2), we can ob-
v v, v s Ing tain the steady state sending rate of the TCP sender.
JowTe | TR IO T 2h [ TP | o [ 0W e
op, NP, P NP NE op E. Modelling TCP throughput
_ . _ . We determine the TCP throughput by subtracting the spuri-
Fig. 3. Sender window evolution during one Long Delay Cy&BC). ously retransmitted and lost segments from the sendingdate

rived in Sec. llI-D). Referring to Fig. 1, the delayed segisen
in the X; and X, ;-th rounds of the first TDP are subsequently
spuriously retransmitted during the slow start stage. &foee,

2) Analysis of one Long Delay Cyclé DC): In Eqgn. (2), d t btract ind f f
ZNP can be obtained from [13] as given in Eqn. (16)g?ynfe 0 subtract one window of segmenf§i{’)) from

E(ZPP) has already been developed in Sec. llI-D.1, and BV — BV — By — 1P -

E(G) depends omy, E(U), E(M,), E(R). E(M,) andE(R) () = B) - BW) = —= (22)

can be obtained from [13] as given in Eqns. (16) and (17) . |5 the second TDP of the LDP period, the lost segments
(marked "x") need to be subtracted from the sending rate, i.e

E(ZNP) = EmE(Z"PP)+E(27°) on the average, we need to subtrgé}@.
_ (b fr _
_ (2E(W) + 1) Em)RTT + Tyr 2 (16) B - BY) E(;/V) 1 - b, E(;/V) )
6
where f, = 1+) 271p Because the segments retransmitted during the timeouidperi
i=1 are discarded by the receiver, we can replE¢®) in Eqn. (17)
with E(R’) = 1. Similarly, we haveE(R/,) = 1. Replacing
ey /B E(Y), E(R) and E(Rp) in Egns. (3) and (17) wittE(Y"),
B(M,) = E(n)E(Y) + E(R) = b L - 1 a7y E(R')andE(R),), we obtain:
min (1,3 3bp -p
( § ) E(U') = E(Y])+E(Ry)+ E(K)+ E(Y]) (24)
E(n)andE(R) in Egns. (16) and (17) can be determined from E(M;) = EMm)E(Y3)+ E(R') (25)
Egns. (18) and (19), which can be obtained from the PFTK ]
model [13] as given below. Therefore, the average TCP throughput during édeC' can
be calculated as the total number of segments delivereceto th
P 7 1 18 receiver divided by the duration of one LDC. The segments
(n) = min (1, 520 18 delivered can be obtained by replaci®fU) and E(M,.) in
L Eqn. (21) withE(U’) and E(M!). Although we subtract the
E(R) = —— (19) spuriously retransmitted and lost segments from the tetad-n
1-p ber of segments received at the receiver, the duration o L

remains unchanged. We can write the throughput of the TCP
E(U) has already been developed in Sec. 1I-D.1, which leavggnnection as: J gnp

us with only determiningn.
We define another term, callddDC (as shown in Fig. 3), T(p,I,D) = mE(M;) + E(U’) (26)
which starts with the end of the previouBP. An LDC consists mE(ZNP) + E(ZEPT)
of several instances of "normal periodR) at the beginning
and anLDP at the end. Here, the "normal period” denotes the IV. SIMULATION SETUP
time interval with no long delays, which is equal to the sum of In order to validate the accuracy of our model presented in
ZTP andz79; values ofZTP andZ7© are obtained from [13] Sec. lIl, we compare the results obtained from the analytica
as given in Eqn. (16). model against simulation results obtained from ttge2 [20]
_Referring to Fig. 3, the interval between long delagsdon- network simulator in Sec. V. The long delays are simulated
sists of a slow start phase following the previous long detay sing anns-2module called "hiccup” [21] which holds all the
instances ofV P and aI' D P. We can calculate: as: . . . .
arriving segments for timé, before releasing them into the
E(I) - 2E (ZTDP) —».RTT link. This "hiccup” module enables us to aCCl_Jrater_ conthel
m = E(ZNP) (20)  start and end of long sudden delays. The simulation topology
is shown in Fig. 4, where a TCP Reno sender sends FTP traffic
Since oneLDC consists ofm instances of NP and ends to a destination via a link equipped with a hiccup module and
with one LD P, the duration of ond.DC can be obtained as: an error module. The queue size of the link is set to be large
mE (ZNP) + E (Z2PP) enough (800 packets) to remove the possibility of packetsiro
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Hi ccup Error 10
m),dUI € nodul e
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Fig. 4. ns-2simulation topology with hiccup and error modules.

Sending rate (segments/sec)

TABLE |

SIMULATION PARAMETERS FOR THE TOPOLOGY OFFIG. 4. 510
Protocol TCP Reno £ 10
Header size 40 bytes )
Payload size 536 bytes £ 10
rwnd limit 800 segments o
Initial cwnd 1 segment E
Initial ssthresh 800 segments » 10’
link bandwidth 300Mbps
link propagation delay 50 - 200 ms
link loss rate 0.001-0.5
link buffer size limit 800 packets

caused by link queue overflows. The packet error rate can tt
be accurately controlled by the error module.

We insert the hiccup module to simulate different delay pa
terns E(I), E(D)) (see Sec. llI-C), and also simulate theg
@ 10"

packet error rate using a 2-state Markov error module. We 5,
measure the sending ratB) and the throughputl() of TCP,

(segments/sec)
.
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Fig. 5. Sending rate estimation f&7"7'=200ms and®(I)=30 sec.
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and compare them with the PFTK model and our proposed ¢ * = 02 o e

alytical model in Sec. V. Values of relevant simulation paea

Packet error rate p

H
5%

N 107 10" 10°

Packet error rate p

ters are summarized in Table |. Note that we setrihed limit ~  1° OO o 10° e

to a large value of 800 segments to avoid any effect of theradv £ B i B v

tised receiver window on the sending rate and throughput. \ g ;4 __simulation S 104 _+_simulation

also set the link bandwidth to a large value of 300Mbps to sim g g

late the sender behavior of probing for available networkdba ¢ . £ o

width. The sending rate and throughput are, therefore, or 2 2

limited by the values op, I, andD. § " ° E " °
We vary the interval between the long delay¥\With an ex- 107 10” 107 10° 107 10” 107 10°

pected value ranging from 30 to 240 seconds, and long deiuy

Packet error rate p

Packet error rate p

duration (0) with an expected value ranging from 2 t0 12 SeGeig 6. sending rate estimation fRT'T'=200ms and=(1)=240 sec.

onds. For each, I, D, RT'T combination, we run the simula-
tion for 100 times, with 300 seconds for each run to make the
simulation results statistically trustable.

V. RESULTS

In this section, we evaluate the effectiveness of our pregos
model by comparing the sending rate and throughput pretlicte
by our model and the PFTK model against the values obtaine
from simulation. To find out the sensitivity of these two mod-
els to different values off(D)/E(I) ratio, RTT, andp, we
also compared the mean square estimation error and the
confidence interval error range of the two models for these pfz)ar
rameters.

0

A. Comparison of sending rate estimation

model and PFTK model against simulation results.

and 6 show the scenarios whekd'T' = 200ms,E(]) = 30 and
240 seconds, anél(D) ranges from 6 to 12 seconds. Fig. 5
shows that the proposed model can predict the sending rate
more accurately than the PFTK model. It is also shown that
when E(D) increases, as expected, the gap between the PFTK
m(?del and the simulation result increases, but the proposed
model accommodates the increasedD) well. WhenE(I)
increases to 240 (Fig. 6), implying that the long delays anehm
d%]&}t‘e sparse than thle= 30 scenario, the estimations from the
oposed model and the PFTK model are rather close. We re-
peated the above experiments 7" = 400ms, and obtained
similar results as shown in Figs. 7 and 8.

B. Comparison of throughput estimation

We compare the predicted sending rate from our proposed\ext, we compare the predicted throughput from the pro-
Figs. @®sed model and the PFTK model against the values obtained
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Fig. 10. Throughput estimation f&7'7=200ms ande (1)=240 sec.

from simulation. Figs. 9 and 10 show the results f5F 7 =
200ms,E(I) = 30 and 240 seconds, aift{ D) ranging from 6 5 5
to 12 seconds. Fig. 9 shows that the proposed model can gisb ase% = - ) andez. = T*T;T , respectively.
predict the actual throughput more accurately than the PFHgre, B, and B, are the sending rate obtained from analyti-
model. It is also shown that whefi(D) increases, the dif- cal models and simulations, respectively; similafly, andT,
ference between the PFTK model and the simulation result #ye the throughput obtained from analytical models and sim-
creases, but the proposed model accommodates this increaagons, respectively. Th&lean Squared Estimation Error
well. When E(T) is increased to 240 (Fig. 10), the estima¢vSEE) is defined as the mean of the Squared Estimation Er-
tions from the proposed modgl and the PFTK model are clogg,s of sending rate and throughput%sand%, respectively.

We then repeated the comparisons Rif 7" = 400ms, and ob- The 959 confidence interval fe?, ande2. are represented by

tained the similar results shown in Figs. 11 and 12. % andeA?T/, respectively. We compute and p@ and% for
both the proposed model and the PFTK model. We also investi-
C. Mean square estimation error and error range gatede%, ande2. which indicate the oscillation of the estimation

To investigate and compare the sensitivity of our proposédror around its mean value, of the two models.
model and the PFTK model t&(D)/E(I), RTT, andp, we First, we investigate the impact of the ratit{D)/FE(I) on

defineSquared Estimation Errorsf sending rate and through-
Ba—Bs
B
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ing rate and throughput becomes insignificant whenRA&"

¢2, and 2 of the proposed and PFTK models. We defindICréases.
E(D)/E(I) as theLong Delay FrequencylDF), which rep- Figs. 17 and 18 shO\AF eT, eB, andeT versus packet error
resents the frequency of Iong delays within a period of timgates. Wherp increases, bOtlﬂ2 and 7, increase. We can

Figs. 13 and 14 show? 2. ¢2 ande versus LDF. When S€€ that if we can contrgl < 0. 1 we can expect the MSEE
B r of the bandwidth and throughput of the proposed model to be

LDF increases, PFTK modele§3 andeT increase dramatically. under 5%.

However, we can observe that the proposed modglande2,
are almost constant with increase of LDF values. This is be-
cause a higheD/I ratio means longer delays with relatively
short intervals, thereby making the impact of long delays on
the PFTK model more severe.

To determine the change e}, ande2. of the two models as
a function of RT'T, we investigate the sensitivity ef, ande3-

VI.

TCP has been found to perform poorly in the presence of spu-
rious timeouts caused by delay spikes which are more frequen
in today’s wireless mobile networks as compared to traditio
i) wired network. Previous analytical models didn’t consither
versusRTT. Figs. 15 and 16 showf, €7, e}, andef. ver-  effect of spurious timeouts on the steady state performafice
susRTT. When theRT'T increases, botk, andeZ decrease. TCP. In this paper, we developed an analytical model to study
This is due to the fact that the impact of long delays on theserTCP sending rate and throughput as a function of packet error

CONCLUSION
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rate and the characteristics of long delays. We have used sim
ulation results to validate accuracy of the proposed moade! a
compared with that of the PFTK model. We have shown that
the proposed model is more accurate than the PFTK model in
estimating the steady state sending rate and throughpu@Bf T

in presence of frequent long delays.

Due to space limitations, we could not present the extension
of our model to the finite receiver buffer case. However, the
extension can be done by changing Egns. (5), (6), and (1d), an
following the approach used in [13].
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