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Abstract—Every human being is discussing a highly

addressed topic in the current days which is about the COrona 

VIrus Disease (COVID) in 2019-2020. The outbreak of corona 

has affected the human race all over the world, the patient 

count is increasing day by day, and doctors are in a critically 

need of computer-aided diagnosis with machine learning (ML) 

algorithms that will discover and diagnose the coronavirus for 

a large number of patients.  Also, it is more complicated to 

estimate the discharge time and the criticalness of the patient 

during treatment. Chest computed tomography (CT) scan was 

the best tool for the corona diagnosis. Also survival analysis 

methods in ML outperform better in predicting discharge time. 

In this, we survey on the COVID 19 diagnosis with a chain of 

CT scan pictures mined from the COVID-19 data set by using 

ML algorithms like marine predator, simplified suspected 

infected recovered (SIR), image acquisition, and some more 

techniques and also survival analysis techniques of ML. The 

survey clearly explains the models used up to now which are 

highly defined for the diagnosis of COVID-19 Virus. 

Keywords—COVID-19 Diagnosis, computer-aided diagnosis,

Marine Predator, Simplified SIR model, Suspected Infected 

Recovered (SIR), Image Acquisition. 

I. INTRODUCTION

The pandemic situation of the COVID-19 has become the 

challenge for every doctor and researcher for exploring new 

techniques to easily diagnose and detect the coronavirus and 

due to the less possibility of testing there are so many 

affected people who are not able to get the tests, and also the 

test results which are conducted now are viral tests. The tests 

take more time to result to be gotten.  Outbreaks lead to vital 

situation and may increase with the demand of health center 

beds and a scarcity of scientific system; medical personnel 

themselves may also get infected. Also these results are done 

after patients are critically affected with coronavirus. So, 

there should be some techniques that would be used to detect 

the virus in the early stages and the tests should be made 

very fast. Pertaining to these aspects, some techniques are 

implemented by some authors and one more task which is 

mostly important for every COVID-19 affected person or to 

be affected person is that number of days to be taken for 

diagnosis of virus and also the criticalness of their disease.  

Every person with symptoms of corona who would be in 

quarantine is provided with a specific weekly common 

schedule. But there are many patients who took months to be 

recovered; some are recovered within a week. So, there 

should be methods to diagnose the corona stage in which the 

patient is in, and also try to share the info of his recovery 

period for which he or she should be in quarantine at home 

or in hospital. For this we need survival analysis methods 

and also discharge time should be analyzed. Techniques like 

CT scan image analysis is a very well-known approach for 

diagnosis of coronavirus, as of earlier research severe acute 

respiratory syndrome (SARS) and COVID-19 [1] comes 

under one family whereas SARS was detected by CT images 

[2] and many other methods likewise COVID-19 can also be

detected by CT scan Images. ML methods which are having

mostly high value in diagnosing COVID-19 are by image

processing methods. Compared with the normal imaging

techniques that are used heavily on the human body, ML

enables more secure, safe, very efficient, and accurate

results. In ML image analysis, image classification, image

segmentation, and image acquiring are used as the important

features for the image descriptions and are used to classify

images by tools like support vector machine (SVM) [3], in

these image classification ML techniques placed a high

performance. Precise some extra mathematical methods in

ML approach are used to predict the recovery time and

discharge time, where some data should be analyzed after

the coronavirus test results by the CT images [4]. In this

survey, we are explaining some of the features related to

image processing techniques and we are also explaining the

tools used for survival analysis.

II. LITERATURE SURVEY

A. Marine Predators Algorithm, Ranking Based Diversity

Reduction Strategy [5]

Marine Algorithms were proposed to mimic ideal 

methods of marine predators in discovering their prey. They 

utilize the low methodology for the time being while there is 

low utilization of prey and use the Brownian method for 

bountiful prey [6]. In the making of chest CT images of 21 

corona patients in china [7], researchers is covered that CT 

clean examination included pneumonic parenchymal ground 

glass method and also consolidated respiratory reports, once 

in while with an familiar morphology as well as a fringe 

lung application. Along these lines, they built up a 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 

20
21

 1
2t

h 
In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 C
om

pu
tin

g 
Co

m
m

un
ic

at
io

n 
an

d 
N

et
w

or
ki

ng
 T

ec
hn

ol
og

ie
s (

IC
CC

N
T)

 |
 9

78
-1

-7
28

1-
85

95
-8

/2
1/

$3
1.

00
 ©

20
21

 IE
EE

 |
 D

O
I: 

10
.1

10
9/

IC
CC

N
T5

15
25

.2
02

1.
95

79
85

8

© IEEE 2021. This article is free to access and download, along 
with rights for full text and data mining, re-use and analysis.



calculation that could remove the littler comparative areas 

that can show diseases with the COVID-19 infection. 

Numerous division techniques are evolved like area-based 

division [8], edge-based recognition [9], choice based 

grouping [10], and edge-based division [11]. The threshold-

based segmentation technique is better [12-14] thus; the 

creators utilized as the primary algorithm. In this work 

multilevel, optimal thresholds are utilized to develop a well-

known multi-level technique, the main one is Kapur's 

entropy [15], where it decides optimal threshold esteems 

depend on the entropy in the divide areas. In this, standard 

marine predators algorithm (MPA), very improved MPA are 

developed to defeat the multi-threshold picture division 

issues. 

B. Ranking Based Diversity Reduction Technique (RDR) 

[5] 

The authors suggest an algorithm to figure out the 

successive number of emphasis in which every molecule 

couldn’t recognize a superior arrangement. When 

distinguishing the unique terrible particles those neglect to 

locate a superior arrangement inside a back to back number 

of iterations [16]. The ranking based diversity reduction 

technique (RDR) makes these atoms to be refreshed with the 

best arrangement found so far to decrease the good ways 

from the prime result [17]. In near future, this algorithm can 

be used in shading picture division methods and also in 

diverse clinical methods. 

C. Simplified Suspected Infected Recovered (SIR) Model 

[18] 

Mathematical approaches have expanded more thought 

and care in the investigation of illness transmission and also 

in the medical field [19-20]. One of the mathematical 

methods is the SIR model [21]. This SIR model was first 

implemented to examine the plague 100 years back [22]. 

Colossal development is practiced in the dynamical plague 

model since the mid-twentieth century [23]. In current 

decade, some reasonable factors influence pandemic 

transmission and those are associated with the incomparable 

SIR model, for instance, this model considers the agonizing 

stage [24], susceptible exposed infectious recovered 

susceptible (SEIRS) model follow the general population 

and age of the diseased [25]. SIR model includes birth and 

infection days [26]. Highly powerful models will be 

expected for the unequivocal plague. Consider this example; 

dynamic models were developed for the control of spreading 

Human Immunodeficiency Virus (HIV), SARS, and the 

Middle East Respiratory Syndrome (MERS). In this model 

SIR and ML methods are pooled with the dynamical 

prototype and made a deal with the plague gauge [27-29]. 

For the improvement of SIR model, it needs to choose a 

couple of key boundaries for instance: the population rate 

and the departure rate precisely or quantifiably [30]. 

Nevertheless, the SIR models consider more factors that are 

needed to be described for more data with additional limits. 

Of course, in the improved model, some efforts are made. As 

an example, outstanding key conditions were used as a two-

compartment model i.e. susceptible infectious (SI) model 

that can be moreover called a stochastic technique that is 

used for SARS detection [31,32]. The authors attempted to 

introduce a model to predict the pandemic of the 2019-nov 

depending on the streamlined SIR. The epidemiological info 

was dissected initially to acquire a sensible assessment of 

key boundaries whereas disease rate. Contamination and the 

evacuation rate are zeroing, a few more tests are needed to 

be done to mimic the spreading of corona under various 

degrees by hostile to pestilence measuring and clinical 

consideration. 

D. Structured Latent Multi-View Representation Learning 

[33] 

By a computer related clinical assurance, a couple of 

methodologies subsequently learn request from the models 

that are reliant of features removed with a pro before [34]. 

Regardless, some of them are the only mater to a single kind 

of features beside these lines can’t be researched well on the 

basic information of various types of features. Fortunately, 

multi-level depiction learning offers gadgets to handle 

different kinds of heterogeneous features [35]. Existing 

multi-level depiction learning methods can’t give guarantee 
to the information satisfying and promising the unique 

structure. This will make them overfit the planning data to 

hurt the testing stage presentation. Considering this 

assessment, authors proposed a different framework for 

rectifying these problems to withstand the standard point to 

perceive the corona from community acquired pneumonia 

(CAP). These various sorts of highlights mustn’t be 
legitimately utilized as a contribution for a classifier to yield 

an official choice [36] in-out technique. The planning test 

and testing phase both are planned in idle space, where these 

inert portions are relied upon the correlative data to encode 

from various kinds of highlights and the promise structure 

uncovering hidden class circulation. Figure-1 represents the 

work done in this model. 

 
Fig1: Latent-representation-based diagnosis framework. For the input, 
different colors indicate different types of features, while for the class 

information yellow and purple indicate COVID-19 and CAP, respectively. 

E. Prior Attention Residual Learning [37] 

The best multi-task prior-attention model gaining 

knowledge of approach in the first stage of every COVID-19 

scanning CT images. This will relate to some properties: 

 A two folded 3D-ResNet based sub-networks are 
depending on to a mannequin for the detection of 
pneumonia and group sorting. For sorting purpose 
characterization is applied as a parallel classifier to find a 
corona from the interstitial lung detection (ILD) with the 
other infections. Furthermore, it is also planned for a 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 



double classifier that can force to convey whether a given 
CT filter conveys pneumonia [38]. Compared with the 
division techniques or the object detection techniques, the 
present proposed approach which relies on exclusively 
order models is very less hard to actualize, because this 
model requires only the exclusively vulnerable picture 
level names and also less hyper-boundary in the 
instructing stage. These styles utilize only the picture 
level names to attain a secure discernibly sufficient 
example in a short time. 

 Very well inspired with the aid of some current advances 
of deep interest mechanisms [39-41], basically, by 
utilizing the self-attention lingering reading for present-
day pores and skin injury arrangement [42], Authors had 
planned a prior attention model from the proposed 
models. Very numerous works was done [43-45] to get 
the deep convolutional neural network (DCNN) model 
instructed in an order to undertake top-notch restriction 
ability which can highlight the discriminative arrears in a 
picture with exclusively level marks on a picture. Already 
there is a model of a sub network that was proposed 
earlier for recognizing a paired classifier and also for use 
of CT filters with and aside from pneumonia, for only 
concentrating on injury data. In this manner, they utilized 
the various leveled work guides and created a core mind 
full of delicate intrigue maps.  So, at these points, they use 
these maps to compare layers of the sort characterization 
of sub-organization to make main focus on the injury 
parts. 

 Compared with residual learning, the proposed model is 
dealing with the modular design. Prior attention 
mechanism deals with the residual blocks that are called 
as Prior-attention residual learning (PARL) blocks. Deep 
fashions were not a problem because these were built by 
the staking the PARL blocks and also were skilled end to 
end. 

 Some more problems are like insufficiency in data, inter 
class similarity, non-lesion areas of images, interclass 
variation frequently appear in dealing with processing the 
entire areas of scientific picture [46]. Among these 
problems the very important problem was non-lesion 
zones, these are explicitly underneath circumstances in 
spotting the non-lesion zones in the clinical photographs 
which have many-sided tissue varieties. The proposed 
strategy can easily solve this problem by methods for 
becoming acquainted with fine lesion-mindful intrigue 
records from the lesion photographs and conventional 
photographs. In this way, the proposed approach can be 
moreover used in equivalent inevitabilities in logical 
practice, for example in pores and skin lesion grouping, 
chest issue order, glaucoma identification, pneumonic 
knob location, and their danger forecast [47-49] etc. 

F. Weakly Supervised Lesion Localization Learning [50] 

Weakly supervised injury localization was an imitation 

of the mixer of activation areas produced by using the 

extreme array community i.e., 3D deep convolutional neural 

network (DeCoVNet) and unsupervised lung segmentation. 

This technique was demonstrated in the below figure. The 

right side of the figure was postulant blow areas of 

DeCoVNet which was obtained by applying category 

activation mapping (CAM) technique [51]. These areas had 

already a good holding but still, it made much forged nice 

predictions. Coming to the left portion they had extracted 

corona affected regions from unsupervised results of lung 

segmentation. 3d connected aspect (3DCC) approach was 

applied to the CT scan [52], they discovered injury areas 

which had been touchy according to the 3DC algorithm and 

that could have utilized because of injury localization [53]. 

To reach the rejoinder map, he thought the variance within a 

7 x 7 eyelet hole for every pixel, so the 3DCC activation. So 

then the 3DCC activation location method is chosen as 

comparably better and termed as the R3DCC. Finally, the 

CAM stimulation, which had the largest overlay including 

R3DCC were once elected as the last corona injury location 

results. Figure-2 represents walkthrough of weakly 

supervised lesion localization. 

 
Fig 2: The walkthrough of weakly supervised lesion localization 

G. The Regression Analysis Models [54] 

The regression analysis model is developed using 

exponential, quadratic, 3
rd

, 4
th

, 5
th

, 6
th

 degrees, and also 

exponential polynomials for corona prediction within the 

coming seven days. This method is based primarily on North 

American country and also our government for following the 

seven days plans. This analysis could be one of ML 

algorithms [55-56]. This analysis consists of a group of ML 

algorithm strategies that are enabled in North American 

countries to forecast a nonstop outcome variable (B) 

supported the worth of 1 or more variables (A), A is 

predicted variable [57]. There is a relation between the result 

and the predicted values, which had taken into the account 

equation where A and B variables are stated mathematically 

as  

B=iA + j                            (1)  

Where, i= block on the A axis, j= slant on the line 

Here i, j are the regression analysis constraints. The authors 

have proposed 6 regression analysis type models such as 

exponential, quadratic, 3
rd

, 4
th
, 5

th
, 6

th
 degree polynomials. 

These models are equationaly declared below. 

 B=iA
2 
+ jA    (2)

 

 B= iA
2
+jA+ k    (3) 

 B= iA
3 
+ jA

2
 + kA + l   (4) 

B= iA
4 
+ jA

3
 + kA

2
 + lA

 
+ m  (5) 

B= iA
5 
+ jA

4
 + kA

3
 + lA

2 
+ mA + n  (6) 

B=iA
6 
+ jA

5
 + kA

4
 + lA

3 
+ mA

2
 + n + o (7) 

 Where, i, j, k, l, m, n and o are the regression analysis 

parameters. 

 

Findings and drawbacks of different literatures pertaining to 

COVID-19 detection is elaborated in Table-1. 
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TABLE1: TAKEOUTS FROM VARIOUS LITERATURES CONCERNING DIFFERENT TECHNIQUES FOR COVID-19 DETECTION 

 

 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 



 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 

IEEE - 51525

12th ICCCNT 2021 

July 6-8, 2021 - IIT - Kharagpur 

Kharagpur, India 



 

III. PROPOSED MODEL 

After reviewing all these models and theories, for detecting 

COVID-19 there should be the best model and that model 

will be used in the proposed model and also using statistical 

analysis of COVID-19 patients, we will get the Discharge 

summary time. This will be helpful for doctors and mankind. 

Figure-3 explains our proposed workflow of how we use the 

models to detect corona and also discharge time. 

 

 
Fig 3: The walkthrough of COVID-19 Detection and Discharge time 

likelihood Stratagy 
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IV. CONCLUSION AND FUTURE DIRECTIONS 

This paper explained different models and algorithms 

which are used to detect COVID-19 and also for the 

diagnosis of COVID-19. Different models are surveyed in 

this paper such as MPA, RDR, SIR model, regression 

analysis, PARL,[5,18,33,37,50,54] latent representation 

classifier, etc. Each model has its own advantage, but it is 

observed that latent representation classifier and structured 

representation learning model outperformed other models. It 

detects the coronavirus very efficiently as compared to other 

models in terms of efficiency and dynamic result.   

In the area of machine learning, many models were 

already implemented to detect and analyze the corona virus. 

It will be very useful if we embed two or more models with 

proper compatibility to the dataset and other clinical 

parameters to get even better results while detecting COVID 

19. Ultimately it will be very helpful for the human race. 

[64] We can develop a model with a generic strategy that can 

detect, expect and also guess the state of COVID 19 in a 

short span of time during this pandemic situation. 
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