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Efficiency of Thread-Leel Speculationn SMT and CMP Architectures-
PerformancePowner and ThermalPerspectie

Abstract— Computer industry has adopted multi-thr eaded
and multi-cor e architectures as the clock rate increasestalled
in early 20005. However, becauseof the lack of compilers and
other related software technologiesmost of the general-pumpose
applications today still cannot take advantage of such architec-
tures to improve their performance. Thread-level speculation
(TLS) hasbeen proposedasa way of using thesemulti-thr eaded
architecturesto parallelize general-purpose applications. Both
simultaneous multithr eading (SMT) and chip multipr ocessors
(CMP) have been extended to implement TLS. While the
characteristics of SMT and CMP have beenwidely studied un-
der multi-pr ogrammed and parallel workloads, their behavior
under TLS workload is not well understood. TLS workload due
to speculative nature of the threadswhich could potentially be
rollbacked and due to variable degree of parallelism available
in applications, exhibits unique characteristics which makes
it different from other workloads. In this paper, we present
a detailed study of the performance, power consumption and
thermal effect of thesemultithr eadedarchitecturesagainstthat
of a superscalar with equal chip area. A wide spectrum of
design choicesand tradeoffs are also studied using commonly
usedsimulation techniques.We show that the SMT basedTLS
architecture performs about 21% better than the best CMP
basedconfiguration while it suffers about 16% power overhead.
In terms of Energy-Delay-Squaed product (ED?), SMT based
TLS performs about 26% better than the best CMP basedTLS
configuration and 11% better than the superscalararchitecture.
But the SMT based TLS configuration, causesmore thermal
stressthan the CMP basedTLS architectures.

I. INTRODUCTION

Continuousclock rate improvementon microprocessors
in the pastthreedecadehasstalledin early 20005 because
of power andthermalconsiderationslt promptedcomputer
industry to adopt multi-threaded(e.g. simultaneousmulti-
threading (SMT), hyperthreading[1]), and/or multi-core
(e.g. chip multiprocessor{CMP) [2], [3]) architecturesn
thehopeof continuingthe performancémprovementwithout
increasingheclockrateandits associategowerandthermal
problems.However, becauseof the lack of compilersand
other related software technologies, most of the general-
purposeapplicationstoday still cannottake adwantageof
such architecturesto improve their single-applicationper
formance.

Hardware supportfor speculatie threadshas been pro-
posedto take advantageof multi-threadedarchitecturesOne
of the main thrustsfor suchan approachis to improve the
performanceof a single applicationsthrough thread-level
speculationTLS) [4]. However, thereis a significantlack of
aunderstandingn hav variousmulti-threadedarchitectures
and their implementationsinteract with TLS on general-
purposebenchmarks.

Both CMP and SMT processordhave beenextendedto
supportTLS. In the caseof CMP, one popular approach
is to buffer speculatre storesin the local L1 cache,and
extendthe existing cachecoherencegrotocolsto detectdata
dependenceiolations[4] (we referto this architectureasthe
CMP-TLSarchitectue). In the caseof SMT, the shared L1
cacheis augmentedvith extrabits for the sametasks[5]. We
refer to this architectureasthe SMTFTLS architectuie. Even
thoughtherehave beennumerousstudieson theperformance
aspectof CMP-TLS and SMT-TLS architecturestherehas
not beena detailedcomparatre studyon their performance
power and thermal effects when comparedto Superscalar
architectureunder the constrint of samechip area Such
detailed study is essentialto identify the issuesin the
different multithreadedarchitectureswhich in turn would
helpin efficient TLS architecturedesign.

CMP and SMT architectureshave beenstudiedin detail
under multi-programmedand parallel workloads [6], [7],
[8], [9], but the sameconclusionsarenot applicablefor TLS
workloadsdueto its uniquecharacteristicsFor example,in
SMT-TLS, speculatie andnon-speculatie threadssharethe
samecore which could lead to better resourceutilization.
But the speculatie threadscould also slov down the non-
speculatie threadsy competingfor resourcesvith the non-
speculatre thread. The sharedcachein SMT-TLS allows
all threadsto share the same working set as they are
working on the samesingle application.This could lead to
a bettercacheperformanceadue to prefetching.But also, as
speculatre statesrom all speculatie threadsarebufferedin
thesharedcachein SMT-TLS, it is moresusceptibldo stalls
by conflict missesasthe cachelines holding the speculatie
statescannotbe evicted. Also, speculatre threadscould be
preemptedo free cachelines for older speculatie threads
leadingto an increasein the numberof squashesn SMT-
TLS.

Given the unique characteristicof TLS workload, it is
impossiblefor us to infer whetherthe TLS workload is
more efficient on CMP or SMT processorsin terms of
performancepower andthermaleffect whensamechip area
is used.This paper to the bestof our knowledge, presents
thefirst thoroughstudyof performancepower, enegy-delay-
productand thermaleffects of a general-purposorkload,
generatedby a TLS parallelizing compiler on SMT and
CMP architecturesunderequal die-areaconstraint. A wide
spectrumof designchoicesand tradeofs are studiedusing
commonlyusedsimulationtechniques.

Our results shav that the main dravback for CMP is
its poor performancdan coderegionswith low thread-leel



parallelism,while the main dravback for SMT is its core

complity and frequent squashedue to buffer overflov

leadingto higherpower consumptionDifferentapplications,
dependingon their specific characteristicgprefer different

architecturesOut of the 15 SPEC 2000 benchmarkscon-

sidered,5 benchmarksprefer CMP architecturewhile the

remainingbenefitfrom SMT architectureleadingto about
26% better ED? of SMT over the CMP basedTLS archi-

tecture.In termsof thermalbehaior, acrossall benchmarks
CMP architectureshawvs lower thermalstressthanthe SMT

architecture.

The rest of the paperis organizedas follows: Sectionll
describesthe related work. Section Il considersvarious
trade-ofs and configuresthree architectures,Superscalar
SMT and CMP, with equaldie area;SectionlV describes
our evaluationmethodologySectionV evaluatesthe perfor
manceand enegy-delay-prodat of eacharchitectureunder
TLS workload; Section VI studied the sensitvity these
resultswith severalkey architecturaparametersSectionVI|
presentshethermaleffectsof the TLS-workloadonthethree
architecturesandin SectionVIIl we presenburconclusions.

Il. RELATED WORK

While the discussionson TLS performancehas mostly
beenunderthe context of CMP [10], [11], [12], [13], SMT
processorsan also be extendedto supportTLS [14], [5].
However, given the characteristicsof TLS workload de-
scribedearlier it is not clearwhich architecturecanachieve
a higher performanceand a better power efficiency while
creatinglessthermalstress.

Renauet. al [15] comparedhe power efficiency of a CMP
processorwith TLS supportagainstan equal-areawide-
issue superscalaprocessarThey concludedthat the CMP
processomwith TLS supportcan be more power efficient
on general-purposepplications.Their selectionof equal-
area configurationsis basedon a rough assumptionthat
a 6-issue superscalarhas the same area as a 4-core 3-
issue CMP. In this paperwe conducta detailed study of
area overheadto identify equal area configurations.Also
we include SMT basedTLS in our comparison.Warg et.
al [16], comparedspeedupf SMT and CMP using simple
assumptiongo choosethe configurationsin this paper we
studyseveralequalareaconfigurationdbasedn detailedarea
estimation.Also we presenta detailed comparisonwhich
includesperformancepower andthermaleffects.

Numerousstudies have comparedthe SMT and CMP
performancendpower efficiency underdifferentworkloads.
On parallel programs[17] and mobile workloads[6], SMT
processorsutperformCMP processorsHowever, on multi-
mediaworkloads CMP is moreefficient[7]. In the context of
multi-progranworkload,Li et.al [8] foundthatSMT is more
efficient for memory-boundapplicationswhile CMP is more
efficient for CPU-boundapplications;Burnset al[9] found
thatSMT canachiere abettersinglethreadperformancebut
CMP canachiere ahigherthroughput.

In termsof thermaleffectsof CMP and SMT processors,
Donald et. al [18] found that SMT producesmore thermal

TABLE I
DIE AREA ESTIMATION FOR (1) SUPERSCALAR (SEQ), (2) SMT
PROCESSOR WITH REDUCED COMPLEXITY OCCUPYING AN EQUAL AREA
AND (3) CMP PROCESSOR WITH AN EQUAL AREA AS SEQ.

Hardware structures SEQ SMT-4 | CMP-4-2MB
area(mm?) | area(mm?) | area(mm?)
Functionunits
Integer units 1.296 1.134 0.648
Floating point units 1.760 1.408 0.704
Load Store units 0.551 0.551 0.367
3.607 3.093 1.719
Pipelinelogic
Fetchunit 0.477 0.597 0.239
Decodeunit 0.441 0.485 0.220
Issueunit 0.392 0.431 0.196
Writeback unit 0.392 0.377 0.196
Commit unit 0.216 0.248 0.108
Caches
TLBs 0.129 0.142 0.104
L1 I-cache 1.748 2.397 0.439
L1 D-cache 2.519 3.808 0.569
Register file 1.361 5.057 0.414
RUU 18.325 12.134 1.925
LSQ 1.771 0.974 0.185
Misc 1.216 2.866 0.3422
Core Size 32.6 32.6 6.6
Bus area 5.95
L2 cache 50.71 50.71 50.71
Chip size 83.3 83.3 83.3

stressthan CMP; while Li et. al [8] shav that the two
architectureshave similar peak operatingtemperaturedut
SMT processorfiave more localizedheating.In contrastto
thesestudieswhich usedmulti-programmedvorkloads,we
useTLS workloadsto studythe thermalbehaior.

I11. PROCESSOR CONFIGURATIONS

For fair power and performancecomparisonsamongsu-
perscalarCMP-TLS and SMT-TLS architecturesye main-
tain the samechip areafor the threedifferentprocessocon-
figurations.We usea detailedareaestimationtool presented
in [19]. While the original tool only targets SimpleScalar
basedmicroprocessorsye have extendedthis tool to esti-
mateareaof SMT and CMP processors.

However, even for a fixed chip area, mary processor
configurationsare possibleby varying the size of the cores
andthe caches;andit is not possibleto exhaustvely eval-
uate the entire designspace.In this section,we describe
how equal-aregrocessoconfigurationsare selectedor fair
comparisonsn this study

A. Supescalar configuation

Our base configurationis a SimpleScalabased super
scalararchitecture The architecturalparameterof this pro-
cessorcan be found in Tablel. The die areaoccupiedby
eachcomponent®f this processocanbe foundin Tablell,
estimatedby the die-areaestimationtool [19] (assuming
70nmtechnology).We refer to this architectureasthe SEQ
architectuie, sinceit executessequentiaprograms.

B. SMT configuation

The SMT architecturds basedon the Simultaneoudviul-
tithreadingarchitectureproposedby Lo et. al [17], where



TABLE |
ARCHITECTURAL PARAMETERS FOR THE SUPERSCALAR (SEQ) CONFIGURATION AND THE SMT CONFIGURATIONSWITH 2 AND 4 THREADS

Parameter Superscalar SMT4 CMP-4-2MB
Fetch/Decode/Issue/RediWidth | 12/12/8/8 12/12/8/8 6/6/4/4

Integer units 8 units/ 1 cycle lateny 7 units 4 units

Floating point units 5 units/ 12 cycle lateny | 4 units 2 units

Memory ports 2Read,1Write ports 2R,1W 1R and 1W
Register UpdateUnit 256 entries 185 105
(ROB,issuequeue)

LSQ size 128 entries 80 42

L1l Cache 64K, 4 way 32B 64K, 4 way 32B | 16K, 4 way 32B
L1D Cache 64K, 4 way 32B 64K, 4 way 32B | 16K, 4 way 32B
CachelLateny L1 1 cycle, L2 18 cycles

Unified L2 2MB, 8 way associatie, 64B blocksize

Physicalregistersper thread 128 Integer, 128 Floating point and 64 predicateregisters
Threadoverhead 5 cyclesfork, 5 cyclescommitand 1 cycle interthreadcommunication

processoresourcesirefully sharedy all threadsUp-totwo
threadsare allowed to fetch instructionsin the samecycle
basedon the icount fetch policy. Hardware supportof TLS
is implementedby extendingthe sharedL1 cacheto buffer
speculatre statesandtrackinter-threaddatadependencd$].

The overall areacost for supportinga four thread SMT
processor(SMT-4) with the same configurationas Super
scalar(SEQ)is approximately30% (estimatecbasedon our
tool). To configurea SMT core with the sameareaas the
SEQconfigurationwe needto compensatéor this overhead
by reducingthe compleity of the SMT core.

The compleity of the core can be reducedby reducing
mary parametersbut our main target is the RUU since it
occupiesasignificantdie area(about56%of SEQ).However,
if we simply reducethe numberof RUU and LSQ entries
while holding other parametersconstant,we must reduce
the numberof RUU entriesby 60%. This approachclearly
createsa performancebottleneck,and thus producesa sub-
optimal design. RUU requiresmary ports, since it is the
central structureaccessedyy almostall pipeline stagesBy
reducingthe numberof function units, we can also reduce
the numberportsin RUU, in turn, reducethe areacost of
RUU.

In this paperwe reduceboththe numberof functionunits
and the numberof RUU and LSQ entriesto achiere the
desiredareacost. The exact configurationchosenfor SMT
configurationis shovn in Tablel. In Tablell, theareaof each
componenin this equalareaSMT configurationis shawvn.

To study the impact of the reductionin the number of
TLS threadswe includea configurationcalled SMT-2 which
supports? threads(equalareaas SEQ and SMT-4).

C. CMP configurtions

In choosingthe area-equialent CMP configurationswe
have two designchoices.One way is to hold the L2 size
the sameas in SEQ and allocate less areafor eachcore,
so the total areafor the multiple coresis the sameas that
of the superscalacore. This is the choice adaptedin [9].
Anotherchoiceis to reducel.2 cachesize and usethe area
for allocatingmoreareafor eachcore.This is similar to the
comparisordonein [8]. Also, we could reducethe number
of coressupportedwhich will allow usto uselarger cores.
To cover all thesedesignchoiceswe considerfour different
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Fig. 1. Compilationinfrastructure
configurationsof CMP architecturee CMP-4-2MB, CMP-4-
1MB, CMP-2-2MB, CMP-2-1MB.

We estimatedhe areaof eachconfiguratiorandmadesure
they have the samearea.Dueto lack of spacewe shav only
oneconfiguration(CMP-4-2MB)in Tablell. The simulation
parametergor the CMP-4-2MB areshowvn in .

IV. EVALUATION METHODOLOGY

We use a trace-drven, out-of-order superscalamproces-
sor simulation infrastructure.The trace-generatiorportion
of this infrastructureis basedon the PIN instrumentation
tool [20], and the architecturalsimulation portion is built
on SimpleScalarWe not only modelthe register renaming,
the reorder buffer, branch prediction, instruction fetching,
branchingpenaltiesandthe memoryhierarchyperformance,
but also extendthe infrastructureto model differentaspects
of TLS executionincluding explicit synchronizatiorthrough
signal/wait, costof threadcommit/squashetc.

To estimate power consumptionof the processorsthe
simulatoris integratedwith the Wattch [21] power model.
The power consumptionfor the commonbus in the CMP
architecturess simulatedusingOrion[22]. The power traces
generatedby the simulatorarefedto HotSpot[23] to evaluate
the thermalbehaior of the system.

We evaluated all SPEC2000 benchmarkswritten in
C.(except GAP). Statisticalinformation on the set of loops
selectedfor eachbenchmarkcanbe foundin Tablelll.

A. CompilationInfrastructue

Our compilerinfrastructure [24] is built on Intel’'s Open
ResearchCompiler(ORC)[25], an industrial-strengtlopen-
sourcecompiler targeting Intel’s Itanium ProcessoFamily
(IPF). To createefficient speculatre parallel threads,com-
piler must perform accurateperformancerade-of analysis



TABLE I
DETAILS OF BENCHMARKS

Benchmark | No of loops se- | coverage of se- [ No of sam-
lected lectedregions ples
perlbmk 9 37% 13
art 25 99% 12
vpr_place 3 53% 12
gce 98 80% 21
parser 40 37% 18
vpr_route 19 89% 14
mcf 13 98% 10
equale 9 91% 21
ammp 21 99% 16
twolf 20 48% 19
bzip2 19 81% 18
mesa 3 63% 15
gzip 6 99% 20
crafty 3 14% 17
vortex 8 67% 22

to determine whether the benefit of speculatre parallel
execution outweighsthe cost of failed speculation.In our
case,the compiler performs such analysisbasedon loop
nesting[12], edge aswell asdatadependencerofiling [26],

asshavn in Figurel. The parallelcompilerhastwo distinct
phases loop selectionand code optimization:

Loop Selection: In theloop selectionphasethecompileres-
timatesthe parallelperformancenf eachloop. The compiler
then chooseto parallelizea set of loops that maximizethe
overall programperformancéasedn suchestimationg12],

[24].

Code Optimization: The selectedparallel loops are op-
timized with various compiler optimization techniquesto

enhanceTLS performance:(i) all registerresidentvalues
and memory-residentvalues that cause interthread data
dependencewith more than 20% probability are synchro-
nized[11]; (ii) instructionsare scheduledo reducethe crit-

ical forwardingpathintroducedby the synchronizatiorj10],

[24]; (i) computationand usageof reduction-lile variables
are transformedto avoid speculationfailure and to reduce
synchronizationoverhead[24]; and (iv) consecutie loop
iterationsaremergedto balanceheworkloadof neighboring
threadg[24].

B. Simpint Sampling

Prior TLS researcltypically simulatedthe first billion in-
structionsin eachbenchmarlafter skippingtheinitialization
portion. The truncatedsimulationdoesnot cover all phases
in a benchmark,and thus can potentially miss important
programbehaior that only appearin the later partsof the
execution To improve simulation accurag and to reduce
simulationtime, we have adoptecdh SimPoint-basedampling
technique[27].

Whenrunning SimPoint,we use-maxK (maximumnum-
ber of samples)as 30 and the samplesize as 30 million
instructions.The numberof phaseselectedy SimPointfor
eachbenchmarkis shovn in Tablelll.

V. PERFORMANCE AND POWER COMPARISONS

We comparethe threedifferentarchitectures CMP-based
TLS, SMT-basedTLS and Superscalain terms of perfor
mancein SectionV-A. In SectionV-B, we comparetheir

power consumptionandin SectionV-C, we useenegy-delay
product (ED) and enegy-delay-squard product (ED?) to
compareeneqy efficiengy.

A. Performance

Fig. 2(a) shovs the speedupof the entire benchmark
suite using superscala{SEQ) performanceas the baseand
Fig. 2(b) shavs the breakdevn of execution time when
executingloopsselectedoy the compiler In this section,we
only shav TLS configurationsCMP-4-2MBandSMT-4. We
will discussotherpossibleconfigurationan SectionViI.

The CMP-4-2MB slows down in perlbmk gcc parser,
twolf, mesa gzip, vortex and crafty, leadingto a geometric
mean(GM) slowdown of 6% whencomparedo SEQ.But if
we eliminatetop threeworst performingbenchmarksnesa
perlbmkand crafty, the CMP-4-2MB achieves 12% speedup
over SEQ(indicatecby GM(p)). Due to its dynamicsharing
of resourcesSMT-4 is ableto extractgoodperformanceven
in benchmarkswith limited parallelismexceptin gcg mesa
and perlbmk leadingto about21% speedupver SEQ.

Each benchmarkbenefitsfrom specific architecturede-
pendingonits characteristicsA comparisorof theimpactof
differentbenchmarlcharacteristiceon the TLS performance
in CMP and SMT architecturess presentedn Table V.

Large sequential non-parallelized code regions The
CMP-4-2MB slows down about6% comparedo SEQbut it
achieved about6% speedupf we consideronly the parallel
regions(in Fig. 2(b)). Many of the benchmarkgonsidered
have significantsequentialnon-parallelizedyegions which
suffer poor performanceon CMP-4-2MB due to its static
partitioningof resourcesThe perlbomkshaovs morethan50%
slowdown for CMP-4-2MB configuration.The coverageof
sequentialregions in perlbmk is about 77%. Due to this
very low parallel-rggion coverage,we seea huge decrease
in overall performancefor perlbmk In benchmarktwolf,
the CMP performsabout 36% better than SEQ when we
considerparallel regions. But whenwe considerthe entire
benchmarkthe CMP performsabout 6% worse than SEQ
dueto 52% coverageof non-parallelizedegions. Similarly,
crafty, gcc, parserandvpr_placesuffer from poorsequential
region performance.

On the other hand, the SMT configurationwas able to
dynamically reallocateits resourcesto exploit ILP when
executingin sequentiategions.Eventhoughthereis a slight
slowdown in somebenchmark$or SMT, theimpactis much
lesswhen comparedto CMP. For example,in twolf SMT-
4 performs27% betterthan SEQ while CMP-4-2MB slows
down by about6%, inspiteof bothachiesing similar speedup
insideparallelregions(about35%).Overall, SMT-4 performs
about36% betterthan SEQif we consideronly the parallel
regions while its performancereducesto 23% when we
considerthe entire benchmark.

Low TLS parallelism inside parallelized regions In
benchmarkperlbomk as shavn in Fig. 2(b), the loops
selectechave apooriterationcountleadingto mary threads
beingidle (indicatedaslack of thread3. Due to the limited
parallelismavailable,the CMP did notgetgoodperformance,
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Fig. 2. Performanceof SMT-4 and CMP-4-2MB configurations.
TABLE IV

COMPARISON OF THE IMPACT OF BENCHMARK BEHAV IORS ON THE PERFORMANCE OF SMT-TLSVSCMP-TLS

L Impacton

Benchmarkcharacteristics CMP SMT Reasons

Large non-parallelizablesequential | X v SMT could useall resourcedo extract ILP inside sequentiakegions.

regions

Low TLP inside parallel regions X v SMT effectively usesall its resourcesvhile mary coresin CMP could be idle

High cachemissrates v V4 Both canhide memorylateny andspeculaiie threadscan prefetchdata. SMT hasmore advantage
dueto sharedL1.

Threadswith a large working set v X SMT L1 cacheoverflovs more often asit is sharedby all threads.Overflav in SMT causesmore
squashing.

Frequentmis-speculations X X Mis-speculationsvastesresourcesand affects non-speculate threadperformance.

while SMT due to its dynamic resourceallocation, uses
the resourcesto extract ILP within the threads,resulting
in a better performancethan CMP. In benchmarkbzip2
both SMT-4 and CMP-4-2MB have idle threadsdue to
synchronizationBut SMT-4 achiezesbetterperformanceue
to its betterresourceutilization. Similar effect can be seen
in mesa,gzip, vortex, vpr_route and parser.

Largenumber of cachemissesin benchmarlequale and
in mcf, the SEQ configurationspendsmostof the execution
time waiting for memory due to a large numberof cache
misses.Both CMP-4-2MB and SMT-4 are able to better
hide the memory latengy through sharing of the common
working set. Such sharingof the working set allows some
data neededby one threadto be pre-fethed by another
thread.The benchmarkequale andmcfhave excellentTLS
parallelism,consequentlythereare very few squashesDue
to the combinedeffect of parallelismand prefetching,both
CMP-4-2MB and SMT-4 achieze good performance Simi-
larly, benchmarkgswolf and vpr_place gain from good TLS
parallelism and cache prefetchingleading to performance
gain for both SMT and CMP.

In SMT, both L1 cacheand L2 cacheare sharedby all
the threadsJeadingto betterprefetchingwhencomparedo
CMP wherethethreadsshareonly the L2 cacheln twolf and
vpr_route SMT-4 performsbetterthan CMP-4-2MB dueto
prefetchingeffect in L1 cache.

Size of threads In benchmarkart, the size of threads
selectedby the TLS compiler is quite large leadingto a
large amount of buffer overflov (part of Others in Fig.
2(b)). In the SMT-TLS configuration,whenthereis buffer
overflow, the youngerspeculatre threadsare preemptedo
malke spacefor older speculatie threadsleadingto extra
squasheddowever, asin equale andmcf, art hasgoodcache

prefetchingeffect leadingto a good speedupnspite of its
buffer overflow problem.

B. Power

To understandhe power behaior of thetwo architectures,
we comparethe breakdevn of dynamicpower consumption
in Fig. 3(a). The power consumptionis normalizedto the
total power consumptionof SEQ configuration.We used
ideal clock gating (cc2) in the Wattch simulator to get
dynamicpower consumption.

Dynamic power is proportionalto aC.V2f, wherea is
the actwity factor C is the capacitancef the transistor V
the supply voltage,and f the frequeng of the circuit. In
our simulation, we kept V' and f the samefor all three
configurations.So dynamic power differencesamong the
three configurationsare mainly dueto the activity factoror
the capacitanceof the circuit.

Core complexity The Superscalausesthe mostcomplec
core and hasthe highestC value while SMT core is also
comple. But the CMP configurationusessmallercoresand,
hence,hasa smaller C' value than that in Superscalaand
SMT. The largest componentof dynamic power, we call
it the window power, combinesthe power consumptionof
function blocks relatedto out-of-orderexecutionincluding
RUU, LSQ, result bus, etc. The CMP configurationusesa
smallerinstructionwindow leadingto lower window power
consumptionacrossall benchmarksSimilarly, it consumes
lesspower in the cachesinceit usesa smallercachethanin
other configurations.

Activity factor SMT and CMP both executethe same
parallel TLS code so their actvity factor is very similar.
However, SEQrunsthe sequentiatodewhich doesnot have
ary special TLS instructions,leadingto a smaller actiity
factor than SMT and CMP. Another factor which affects




the actiity is the amountof speculation.If a configura-
tion suffers from frequentmis-speculationsit createsmore
speculatre actiities. As we sav in Fig. 2(b), the SMT
configurationsuffers from mary false mis-speculationslue
to buffer overflow in art. These extra squashedeads to
almosta 2X increasein dynamic power for SMT. Similar
effect can be seenin ammp,mesa,gzip, vortex, crafty and
equale. The SEQhasa morecomple corethanboth SMT
and CMP, and thus consumeshigher power. But dueto its
lower actiity factor its power consumptionis lower than
SMT.

Extra hardware The TLS architecturehave extra power
overheaddue to the extra hardware neededto implement
TLS. Theextra hardwareusedby SMT is minimal, but CMP
usesacommonbusto connecthecores.Thepoweroverhead
dueto thiscommonbusis significant,andnot presenin SEQ
and SMT configurations.

Overall, dueto the combinedeffect of complex coresand
speculatre wastage SMT on averageconsumesabout32%
more dynamic power than SEQ. CMP, due to its smaller
cores,consumesabout10% lessdynamicpower than SEQ.

Total power Total power consumptionof the processor
includes leakage/statiqpower in addition to the dynamic
power consideredabove. To get total power consumption,
we useaggressie clock gatingin Wattch simulator(cc3).

The static power consumptiondependson the program
execution time and on the number of componentsthat
have leakagepower (i.e. numberof transistors).The SMT-
4 configurationdue to its lower executiontime on average,
consumesesserstatic power than SEQand CMP. While the
CMP, dueto its lower compleity canpack more resources
in the samechip area.For example,the CMP-4-2MB uses
two times the numberof function units, RUU entries,etc.
Dueto the useof a larger numberof componentsthe CMP
hasmoreleakagepower than SMT.

In Fig. 3(b), we shov both the dynamicandtotal power
overheadbf SMT andCMP over SEQ.In mostbenchmarks,
dueto its lower leakagepower, the SMT is ableto makeup
for its increasein dynamic power. In art, the total power
overheadof SMT is only 20% when comparedto 159%
overheadfor dynamicpower. Similar effect can be seenin
ammp equale, vpr_routeandvpr_place But the registerfile
in SMT-4 is 4 times larger thanin SEQ to accomodatehe
4 threads.This larger register file causesmore leakagein
benchmarksgycc, perlbmk,mesaand parser.

CMP consumedower total power for equalke andart due
to its high speedupover SEQ. Total power overheadof
CMP is higherthanits dynamicpower overheadn perlbmk
parser, twolf, ammpand vpr_route For thesebenchmarks,
CMP did not have alarge performancegain and dueto its
larger resourcest incurs more leakagepower.

Overall, the CMP-4-2MB due to its lower performance
suffers from 20% total power overheadwhen comparecdto
SEQwhile the SMT-4 suffers from 35% extra overheaddue
to its complity. A summaryof how the various factors
affect power consumptionin SMT and CMP is presentedn
Table V.
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Fig. 4. ED and ED? of the entire program.
C. ED and ED?

From the previous sections,we seethat SMT and CMP
have avery different behaior in power consumptionand
performanceTo combinetheir effects we use enegy-delay
product (ED) and enegy-delay-squaed product (ED?).

Fig. 4 shavs the ED and ED? whenwe considerthe
entire program execution. As discussedbefore, when the
sequentiakegionsareincluded,the performanceof CMP is
lower thanthat of SMT. Dueto this slowdown in sequential
regions, the ED of CMP is about 28% worse than that of
SEQ and 37% worsein termsof ED2. SMT-4 dueto its
large power overheadperforms9% worsethanSEQin terms
of ED but performs11% betterthan SEQin termsof ED?
dueto its betterperformance.

From the above discussion,it is clear that the SMT-4
configurationis more efficient in extractingTLS parallelism
thanthe CMP-4-2MB configuration.In the next section,we
considerifferentvariationsin the designspaceof CMP and
SMT.

VI. ALTERNATIVE CONFIGURATIONS

As we sawv in previous section,the CMP based TLS
performs worse than SMT based TLS due to its poor
performancewhen executing in sequentialregions. In this
section,we study how the performanceand power behaior
changewhen we increasethe core compleity to improve
performancen sequentiategionsby varyingkey parameters
suchasthe numberof threadsandL2 size.

Impact of the number of threads

In Fig. 5 we comparethe ED? of the 4-threadand
2-thread versions of both CMP and SMT architectures.
Thoughthe CMP-2-2MB performsbetterthan CMP-4-2MB
in sequentiategions,it losesperformancen parallelregions.
Also the CMP-2-2MB coresare large and consumemore
power. On the average,due to its good performancein
sequentialregion, the CMP-2-2MB has 22% lower ED?
thanCMP-4-2MB.But if we eliminatethe lower performing
benchmarkperlbmk,mesaandcrafty, the ED? of CMP-4-
2MB is 12% betterthan CMP-2-2MB and 9% better than
SEQ (indicatedby G.M.(p)).

In the caseof SMT, one of the major causesfor higher
power consumptionis the power wasteddue to speculatie
execution (as shavn in Fig. 3(a)). When we reducethe
numberof threadsin SMT, this effect reducesand leadsto
large reductionin dynamic power consumption.Due to a
largereductionin dynamicpower, the SMT-2 hasbetterE£D?
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Fig. 3. Pawer consumptionof SMT-4 and CMP-4-2MB configurations.
TABLE V

COMPARISON OF THE IMPACT OF VARIOUS FACTORS ON THE POWER CONSUMPTION OF SMT-TLSVSCMP-TLS

Impacton

CMP | SMT Reasons

Differentfactors

Core compleity v X

CMP with simpler coresconsumedesserdynamicpower asseenin Fig. 3(a)

Executiontime

SMT has lower execution time than SEQ leading to lower leakage.But CMP
slovsdavn in somebenchmarkdeadingto more leakage.

Overflov in SMT causessquashingthus wastingmore dynamicpower (Fig. 3(a))

X v
Threadscausingoverflov v X
Numberof transistors X v

More transistorsin CMP causemore leakagethanin SMT.

thanSMT-4 in perlbmk,parsef ammp mesagzip,vortex and
crafty. While in other benchmarksSMT-4 has better ED?
dueto its superiorperformancen parallelregion leadingto
overall 1% better ED? thanSMT-2.

Impact of L2 sizeAnotherpossibledesignchoiceto improve
sequentialregion performanceis to reducethe L2 size,
allowing the extra spaceto be usedfor larger cores.Fig. 6
comparesheimpactof thetwo configurationsith a smaller
L2 size- CMP-4-1MB and CMP-2-1MB with CMP-4-2MB
configuration.

CMP-4-1MB shavs goodimprovementover CMP-4-2MB

gainingabout10% speedughanthe SEQ.But CMP-4-1MB
consumesmore power due to its larger cores,leading to
increaseén ED? (about6% worsethan CMP-4-2MB). Also
the CMP-2-1MB configurationhas a speedupup 2% over
SEQ,its morecomple coresleadsto largeincreasan power
consumptiorieadingto 7% worse ED?2.
Impact of frequency: In our study we had assumedhe
sameclock frequeng for all configurationsA simplerCMP
core can be run at a higher frequeng thanin SEQ and
SMT configurationsThoughincreasingfrequeng canlead
to better performancejt leadsto large increasein power
consumptiorieadingto worse ED?,

Amongthealternatve designchoicesconsideredve found
that reducingthe numberof coresin CMP (CMP-2-2MB)
could lead to better ED? on average.But all the CMP
configurationsare still worsethanthe SMT-4 configuration
in termsof ED?2.

VII.

The superscalaandthe SMT-TLS architecturesisecom-
plex coreswith a large numberof function units and large
instructionwindow to exploit instruction-level parallelismor
supportthe additionalthreadsThesecoresnot only consume
moreenengy, they canalsogeneratehermalhotspotsOn the
otherhand,the CMP-TLS architectureéhasdistributed cores,
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andthuscanpotentiallyhave smallerandlesssererethermal
hotspots.In this section,we analyzethe thermalcharacter
istics of three processorconfigurations—SEQSMT-4 and
CMP-4-2MB.

Theaverageandhotspottemperaturefor eacharchitecture
are shavn in Table VI. We have obsened that the CMP-
4-2MB configurationhas the lowest average and hotspot
temperatureswhile the SMT-4 hasthe highestaverageand
hotspottemperaturedn terms of hotspottemperaturethe
CMP-4-2MB configurationis about3.68 degreeslower than
that of the SEQ configurationwhile SMT-4 configurationis
aboutl.85dgyreeshigherthanthatof the SEQconfiguration.

By observingthe steady state temperaturemap for the
SMT-4 andCMP-4-2MB configurationsunninggcc, which
hasthe highestiPC amongall benchmarksye foundthatthe
main sourceof heatin all configurationss the registerfile.
The temperaturanapsare shovn in Figure 7. The actiity
level in the register file of eachCMP core is lower than



TABLE VI
THERMAL EFFECTS OF TL SON THREE DIFFERENT ARCHITECTURES:
SEQ, SMT-4 AND THE CMP-4-2MB IN DEGREE CELSIUS

benchmaik SEQ CMP-4-2MB SMT-4
average hotspot average hotspot] average hotspot
perlbbmk | 61.21 | 66.38 | 59.66 | 62.9 61.89 | 68.12
art 5755 | 65.92 | 58.48 | 62.16 | 60.07 | 67.97
vprplace| 60.17 | 65.96 | 60.64 | 62.27 | 61.62 | 67.99
gcc 60.33 | 66.02 | 59.14 | 62.33 | 61.28 | 67.96
parser 59.68 | 66.07 | 59.19 | 62.33 | 60.56 | 67.9
vprroute | 60.58 | 66.35 | 59.42 | 62.18 | 60.98 | 67.9
mcf 5254 | 65.99 | 59.46 | 62.22 | 60.45 | 67.89
equale 56.71 | 65.93 | 59.22 | 62.16 | 60.05 | 67.89
ammp 59.17 | 66.02 | 62.18 | 59.52 | 61.15 | 68.01
twolf 60.15 | 65.93 | 60.02 | 62.17 | 61.42 | 67.93
bzip2 61.51 | 67.00 | 61.47 | 64.06 | 62.58 | 68.47
mesa 60.77 | 66.23 | 59.53 | 63.09 | 61.70 | 68.06
gzip 61.39 | 66.49 | 61.21 | 64.91 | 62.44 | 68.24
crafty 61.65 | 66.44 | 59.08 | 62.61 | 62.28 | 68.13
vortex 60.83 | 66.00 | 60.40 | 62.59 | 61.78 | 67.99
Mean 59.62 | 66.18 | 59.94 | 62.50 | 61.35 | 68.03

(a) Thermalmapfor the SMT con- (b) Thermal map for the CMP-4-
figuration. 2MB configuration.
Fig. 7. Thermalmap for various configuration(running gcc). Red color
indicateshottestregions.

the actiity level of the centralregisterfile in SMT-4, thus
leadingto lower hotspottemperatureéWhile both SMT-4 and
SEQhave acentralizedegisterfile, theactiity levelin SMT-
4 is higherdueto the executionof speculatie threads thus
it leadsto a highertemperature.

VIIlI. CONCLUSIONS
In this paper we comparedthe performance,enegy-

delay-productand thermal effects of three architectures:

SuperscalarSMT and CMP, while holding the die area
constant.We have identified major issuesin each of the
architecturesand found that the SMT-TLS is more suitable
for TLS applicationsFrom our results,we have shavn that:

¢ SMT-TLS can dynamically adjust its resourcesto
achiere good TLS performancewhile not suffering
significant slowvdown in sequentialcode regions. The
SMT-4 configurationachievesabout23% speedupver
SEQ configuration.

« Neverthelessthegoodperformancef SMT-TLS comes
atthe costof about36%increasan power consumption
whencomparedo SuperscalaBut if we considerED?2,
the SMT-TLS outperformsboth Supersclamnd CMP-
TLS architectures.

o« The CMP-TLS architecturesuffers due to poor se-
quentialregion performanceThis can be improved by
increasinghe corecompleity, but this increasepower
consumption.The CMP-2-2MB is the best CMP-TLS
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configurationwhich performs26% worse than SMT-4

in termsof ED2.

The main disadantageof SMT-TLS is thatit creates
more thermal stressthan CMP-TLS due to its central-
ized registerfile.
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