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Abstract

We define and propose a resource allocation architecture forcellular networks. The architecture combines content-

aware, time-aware and location-aware resource allocationfor next generation broadband wireless systems. The

architecture ensures content-aware resource allocation by prioritizing real-time applications users over delay-tolerant

applications users when allocating resources. It enables time-aware resource allocation via traffic-dependent pricing

that varies during different hours of day (e.g. peak and off-peak traffic hours). Additionally, location-aware resource

allocation is integrable in this architecture by includingcarrier aggregation of various frequency bands. The context-

aware resource allocation is an optimal and flexible architecture that can be easily implemented in practical cellular

networks. We highlight the advantages of the proposed network architecture with a discussion on the future research

directions for context-aware resource allocation architecture. We also provide experimental results to illustrate a

general proof of concept for this new architecture.

I. I NTRODUCTION

Wireless broadband systems are witnessing rapid growth in both the number of subscribers and the traffic volume

per subscriber. More smartphone users are using web-based services such as video streaming, e.g. YouTube, and

social networking, e.g. Facebook. These applications require broadband access due to multimedia-rich content.

Given the limited available cellular spectrum and the aforementioned increasing demand, the need for an efficient

resource allocation algorithm is of paramount importance for improving the quality of service (QoS).

The user applications running on smartphones can be dividedinto real-time applications, e.g. voice-over-IP (VoIP),

video streaming, etc., and delay tolerant applications, e.g. application updates, emails, etc. The real-time applications

are given allocation priority over the delay-tolerant applications due to latency constraints. Meanwhile, users running

delay-tolerant application shouldn’t be deprived from resources (i.e. no user in the network is dropped). Hence, we

aim for an efficient content-aware resource allocation under the limited cellular spectrum that ensures priority to

real-time applications without dropping users with delay-tolerant applications.

In addition, the cellular network traffic during peak-traffic hours can be ten times more that off-peak traffic hours

[1]. This causes congestion problems that result in (a) lower QoS for subscribers and therefore wireless service

providers (WSP)s have to (b) deploy more equipments and basestations to meet the increasing demand and therefore
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the cost of network operation increases leading to (c) higher pricing by WSP to users to cover the cost of operation.

Therefore, there is a real need for a time-aware pricing model that overcome the congestion during peak traffic

hours to solve the aforementioned issues.

This article aims to illustrate that context-aware resource allocation architecture with frequency reuse and its

benefits to future cellular networks. The architecture considers users running real-time applications and users running

delay-tolerant applications. The users running differentcontent experience different resource allocation, due to the

proposed content-aware resource allocation policy. The resource allocation optimization problem is formulated

to ensure fair utility percentage allocated for active users with the available evolved-NodeB (eNodeB) spectrum

resources. Therefore, the context-aware resource allocation algorithm gives priority to real-time application users

over delay-tolerant application users. In addition, the optimization problem formulation guarantees that all users

are assigned a fraction of the available spectrum, as the eNodeB should provide a minimum QoS for all the users

subscribing for the mobile service. This allocation policyintrinsically provides time-aware pricing that charges

mobile users based on their usage time of day (i.e. peak and off-peak traffic hours).

A. Related Work

The area of resource allocation optimization has received significant interest since the seminal network utility

maximization problem presented in [2]. The network utilitymaximization problem allocates the resources among

users optimally based on bandwidth proportional fairness by using Lagrange multiplier methods of optimization

theory. An iterative algorithm based on the dual problem hasbeen proposed to solve the resource allocation

optimization problem in [3]. The applications considered in early research work, as in [2] and [3], are only delay-

tolerant Internet traffic for wired communication networks. However, for current cellular networks both real-time and

delay-tolerant applications are considered. The content-aware resource allocation architecture optimally allocates

resources for these heterogeneous applications.

For earlier studies on the single carrier content-aware resource allocation, we refer to [4]. Time-aware resource

pricing was introduced in [5] for single cell model. The location-aware resource allocation with carrier aggregation

is studied in [6], [7]. The context-aware resource allocation with prioritization of mobile users based on their

subscription is investigated in [8]. The context-aware resource allocation with guaranteed bit rate (GBR) to mobile

users running specific services is discussed in [9].

The article is organized as follows. In the next section, thecontext-aware resource allocation network architecture

is presented along with the allocation policy. The following section provides the distribution of the context-aware

resource allocation problem into cellular network entities subproblems. After that, the distributed optimal context-

aware resource allocation algorithm running on various cellular network entities is presented. Then, the algorithm

is investigated using simulations and the possible future extensions to the current architecture are discussed. The

final section concludes the article.
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Fig. 1. An example of the utility functionsUi(ri) (three sigmoidal-like functions and three logarithmic functions).

II. CONTEXT-AWARE RESOURCEALLOCATION NETWORK ARCHITECTURE

In this section, we define the problem under investigation. We break it into utility functions, system model,

resource allocation policy, and resource allocation optimization problem.

Utility Functions: The application utility functionUi(ri) represents theith user satisfaction percentage with the

allocated resourcesri. In our model, we assume the utility functionUi(ri) to be a strictly concave or a sigmoidal-

like function. The strictly concave utility function corresponds to the delay-tolerant applications (e.g. FTP, Internet

browsing, emails) and sigmoidal-like utility function corresponds to real-time applications (e.g. voice over IP and

video streaming). These utility functions have the following properties: (a)Ui(0) = 0 andUi(ri) is an increasing

function of ri, and (b)Ui(ri) is twice continuously differentiable inri. In our model, we use the normalized

sigmoidal-like utility function witha as the rate of increase andb as the inflection point of the function, similar to

[10], and the normalized logarithmic utility function withk as the rate of increase, similar to [11]. Some examples

of utility functions for different values ofa, b andk are plotted in Figure 1.

System Model: We consider a cellular network that includes multiple cellswhere each cell is divided into

sectors. The same frequency band is reused for the sector in same direction of different cells. In Figure 2, we show

a diagram of the cellular network architecture consisting of K eNodeBs inK cells, where each cell is divided into

L sector (e.g. 3 sectors), andM user equipments (UE)s distributed in these cells. Theith user raterl
i

is allocated

by thelth sector of eNodeB, wherei = {1, 2, ...,M}, l = {1, 2, ..., L}. Each UE has its own utility functionUi(ri)

that corresponds to the type of application running on it. Our objective is to solve for the optimal rates that eNodeB

3



Fig. 2. Cellular network architecture with 3 cells and 3 sectors per cell. The cells’ eNodeBs are connected to Mobility Management Entity

(MME).

sectors should allocate to the UEs. The utility functions are given byUi(r
1
i
+ r2

i
+ ...+ rL

i
) where

∑L

l=1 r
l
i
= ri

and the rate vector is given byr = {r1, r2, ..., rM}.

Resource Allocation Policy:The context-aware resource allocation policy is achieved by using utility proportional

fairness policy, where the objective function is given by the product of utilities
∏

M

i=1 Ui. This policy of resource

allocation guarantees that the optimal users rates are allocated such that, (a) priority to real-time applications

users (i.e. with sigmoidal-like utility functions) over delay-tolerant applications users (i.e. with logarithmic utility

functions), (b) no user is dropped (i.e. minimum rate allocation is guaranteed and therefore minimum QoS).

Resource Allocation Optimization Problem:The basic formulation of the utility proportional fairnessresource

allocation problem is given by the following optimization problem:

max
r

M
∏

i=1

Ui(r
1
i
+ r2

i
+ ...+ rL

i
)

subject to
L
∑

l=1

rl
i
= ri,

Mk
∑

i=1

rl
i
≤ Rl,

L
∑

l=1

Rl = R,

rl
i
≥ 0, l = 1, 2, ..., L, i = 1, 2, ...,M.

(1)
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whereRl is the allocated rate by Mobility Management Entity (MME) tothe lth sector of all cell, andMk is the

number of users inkth cell. We assume that the cellular network reuses the same frequency band in similar sectors

of different cells to avoid interference between cells (i.e. avoid co-channel interference). So we have the assumption

thatRl is the same for all cells and andR is the sum of the allocated rates to all sectors in a cell. We assume that

a UE can’t co-exist in two sectors simultaneously.

III. C ONTEXT-AWARE GLOBAL OPTIMAL SOLUTION

In this section, we investigate the optimization problem and its dual. Then, we divide the optimization problem

into simplified subproblems to be solved in different cellular network entities.

Convex Optimization: In optimization problem (1), the solution for the objectivefunction
∏

M

i=1 Ui is equivalent

to the solution for the objective function
∑M

i=1 logUi. It is shown in [4], [6] that utility functionsUi(.) that

are logarithmic or sigmoidal-like functions have logarithms logUi(.) that are concave functions. Therefore, the

optimization problem in (1) is convex. It follows that thereexists a tractable (i.e can be solved in polynomial time)

global optimal solution to the optimization problem in (1).

Dual Problem: The key to a distributed and decentralized optimal solutionof the primal problem in (1) is to

convert it to the dual problem using Lagrangian multiplier methods (more details on how to convert the primal

problem to the dual problem can be found in [4], [6]). The dualproblem of (1) can be divided into three simpler

subproblems that are solved in UEs, eNodeBs and MME in a bidding process.

User Equipment Subproblem: For the users in thelth sector of the eNodeB, theith UE optimization problem

is given by:

rli = argmax
rl
i

(

log(Ui(r
1
i + r2i + ...+ rLi ))−

L
∑

l=1

plr
l

i

)

(2)

where pl is the shadow price (i.e. the price per resource) received from eNodeBlth sector. The shadow price

received from eNodeB is computed by solving the eNodeB sector subproblem. In the bidding process, theith UE

maximizes the raterl
i

allocated to it bylth sector of eNodeB by solving theith UE optimization problem (2). The

UE bid wl

i
corresponding to raterl

i
equalsplrli.

eNodeB Sector Subproblem:The second subproblem is the eNodeBlth sector optimization problem that

minimizes the shadow pricepl. The minimization ofpl is achieved by differentiating the Lagrangian of (1) with

respect topl and setting the inequality constraints in optimization problem (1) to equality constraints (i.e setting

the slack variable to zero). Finally, we have thelth sector shadow pricepl =
∑

M

i=1
w

l

i/Rl.

MME Subproblem: For achieving utility proportional fairness policy in context-aware resource allocation

optimization problem (1), MME performs fair sector total rate Rl allocation by setting equal shadow price for

all sectors (i.e.pl = p for all l). The aggregated bids from all users in thelth sectors of all eNodeBs isW l and

is equal topRl. MME computes the sector total rateRl which is proportional to that sector aggregated bidW l to

the sum of all sectors aggregated bids and is given byRl = W
l
R/

∑
L

l=1
W

l to guarantee utility proportional fairness

policy.
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Fig. 3. The sequence diagram of context-aware resource allocation algorithm that shows the interactions between the different entities of the

cellular network.

IV. CONTEXT-AWARE RESOURCEALLOCATION ALGORITHM

We translate the cellular entities subproblems into algorithms that run on the corresponding entities. A simplified

version of UE, eNodeB and MME algorithms are shown in Algorithm IV.1, IV.2, and IV.3, respectively. The sequence

diagram for the context-aware resource allocation algorithm is shown in Figure 3. It shows the interactions between

UEs, eNodeBs and MME entities.

In context-aware resource allocation algorithm, theith UE starts with an initial bidwl

i
(1) which is transmitted to

the lth sector ofkth eNodeB. Thelth sector ofkth eNodeB calculates the aggregated sector bidW l

k
(n), wheren is

the time index. Thekth eNodeB sends the aggregated bids of all the sectors,W 1
k
(n),W 2

k
(n), ...,WL

k
(n), to MME.

MME adds the aggregated bids of similar sectors of differenteNodeBs to evaluate the total aggregated sector bids

W l(n). MME calculates the difference between the total sector aggregated bidW l(n) and the previously evaluated

total sector aggregated bidW l(n−1) for all sectors and exits if it is less than a pre-specified thresholdδ for all the

sectors (i.e. exit criterion). MME evaluates the sector ratesRl(n) for every sector and sends to all eNodeBs. The

lth sector ofkth eNodeB calculates the shadow pricepl(n) =
∑

M

i=1
w

l

i
(n)/Rl and sends that value to all the UEs

6



Algorithm IV.1 The ith UE in lth sector Algorithm

Send initial bidwl
i
(1) to lth sector of eNodeB

loop

Receive shadow pricepl(n) from eNodeB

if STOP from eNodeBthen

STOP

else

Compute raterl
i
(n) using (2) and bidwl

i
(n)

Send new bidwl
i
(n) to lth sector of eNodeB

end if

end loop

in its coverage area. Theith UE receives the shadow pricespl from corresponding sector to solve the optimization

problem in (2) and send the new bidwl

i
(n). The bidding process is repeated until|W l(n) − W l(n − 1)| is less

than the thresholdδ.

Algorithm IV.2 The lth sector of eNodeB Algorithm
loop

Receive bidswl

i
(n) from UEs

Calculate aggregated bidsW l

k
(n) and send to MME

Receive sector rateRl(n) from MME

if STOP received from MMEthen

STOP and send STOP to all UEs

else

Calculatepl(n) and send to all UEs

end if

end loop

The context-aware resource allocation algorithm is set to avoid the situation of allocating zero rate to any user

(i.e. no user is dropped). This is inherited from the utilityproportional fairness policy in the optimization problem.

V. EXPERIMENTAL RESULTS

In this section, we provide the performance of the context-aware resource allocation algorithm. Algorithm (IV.1),

(IV.2) and (IV.3) were applied to various logarithmic and sigmoidal-like utility functions with different parameters

in MATLAB. The simulation results showed convergence to theglobal optimal rates with the desired policy (a)

priority to real-time users, and (b) no user is dropped. Figure 2 illustrates the users deployment and indexes in the

7



Algorithm IV.3 MME Algorithm

Send sector rateRl(0) to lth sector{Let Rl(0) = R

L
}

loop

Receive aggregated bidsW l

k
(n) from lth sector

Calculate total aggregated bidsW l(n) {Let W l(0) = 0 ∀ l}

if |W l(n)−W l(n− 1)| < δ ∀l then

STOP and send STOP to all sectors

else

CalculateRl(n) and send tolth sector

end if

end loop
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Fig. 4. The users rates allocatedr2
i

from 2nd sector of all cells.

cellular network sectors used in the simulations. Table I presents the users utilities used in the simulation. In the

following simulations, we setδ = 10−3 and the eNodeB rateR takes values between 50 and 1150 with step of 5.

Allocated Rates: In Figure 4, we show the optimal rates of users in the2nd sector versus eNodeB rateR. The

optimal resource allocation is content-aware. The users with real-time application (i.e. sigmoidal-like utilities)are

allocated resources first. In real-time applications allocation, the user with the steepest utility function (largesta)

is allocated first as shown in Figure 4.
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Fig. 5. (a) Balanced users traffic in all sectors{solid lines}, (b) Unbalanced users traffic in sectorsRl (when users A4, A5, A6, B4, B5, B6,
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Pricing: In Figure 5, the shadow pricep (scaled by 100 for visibility) is plotted versus eNodeB rateR. The

price per resource increases as the available resources forallocation in sectors are more scarce, small values ofR,

as the number of users is fixed. Similarly, if the available resources are fixed and the number of users or the traffic

increases, the price per resource increases. Therefore, wehave a traffic-dependent pricing. As the cellular traffic is

dependent on the time of using the service (e.g. peak or off-peak traffic hours) then it is time-aware pricing which

is intrinsic in the optimization problem solution. Taking advantage of the time-aware pricing, WSPs can flatten

the traffic specially during peak hours by setting time-aware resource price. This will incentivize users to use the

cellular network during off-peak traffic hours.

Balanced Traffic in Sectors: In this case, users applications rate requirements are veryclose or the utility

parameters are approximately equal. As a result, the resources allocated by MME to different sectors in the cellular

network are approximately equal. In Figure 5, we plot the allocated sector ratesRl by MME versus the total eNodeB

rateR.

Unbalanced Traffic in Sectors: In this case, the users in different sectors have different rate requirements. We

assume in this scenario that users A4, A5, A6, B4, B5, B6, C4, C5 and C6, shown in Figure 2 with utility parameters

shown in Table I, exit the cellular network. Therefore, the resources allocated by MME to different sectors in the

cellular network are not equal. In Figure 5, the allocated sector ratesRl by MME versus the total eNodeB rateR

are shown.
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VI. FUTURE RESEARCHDIRECTIONS

The research directions for further improvement of the context-aware optimal resource allocation architecture

are:

Time-Aware Pricing: The pricing results, presented in simulation section, showthat solving for optimal rates

provides the corresponding users the optimal price of resource (Figure 5) which is a time-aware price. An addition

to our architecture that take advantage of the time-aware pricing is a pricing model that is available for users ahead

of time [1], e.g. day-ahead pricing. The day-ahead pricing is dependent on the history of data-usage in previous

days and the expected data-usage in the next day. The user will have the option to restrict some of his applications,

especially delay-tolerant ones, from running in certain time periods, especially during congested traffic hours. The

advantages on the mobile user side are (a) lower resource price and (b) better QoS, and on the WSP side are (c)

lower equipment deployment costs, (d) lower network operation expenses, and (d) providing a more competitive

service in the wireless market.

Location-Aware Carrier Aggregation: In the presence of two cellular networks (e.g. two differentLTE WSPs)

or two heterogeneous wireless networks (e.g. WiFi and LTE) in the same cell or sector, then carrier aggregation

can be performed. In this case, the UE chooses the WSP that provides the lowest price for resources in the bidding

process (more details are in [6]). As the user approaches a WiFi AP, he switches from cellular network to minimize

the price of resources (with the assumption that WiFi resource price is lower in this scenario) and at the same time

the cellular network benefits from decreasing the traffic load especially during congested traffic hours. Hence, WSP

can provide better QoS for its subscribers. So, it is a win-win situation.

Content-Aware Discrete Resource Allocation:An extension of this work is to include discrete resource

allocation rather than the continuous one. In this case, theoptimization problem is reformulated into a discrete

optimization problem. That can be solved optimally using Lagrangian relaxation and branch and bound methods.

This architecture modification provides better mapping to the current cellular network standards.

VII. C ONCLUSION

Context-aware resource allocation is a simple, optimal andefficient method for allocating resources in broadband

wireless cellular networks. It provides the foundation forconstructing a complete cellular network with all the

features in the current standards e.g. carrier aggregation, frequency reuse, GBR, etc. The mathematical formulation

of context-aware resource allocation optimization problem with frequency reuse is presented. The new architecture

includes content-aware resource allocation and time-aware pricing and can be easily extended to include location-

aware carrier aggregation. The description of the algorithms implemented in different cellular network entities

and their sequence diagram are presented. The simulation results demonstrate the content-aware resource resource

allocation and time-aware pricing. Hence, the cellular spectrum utilization is more efficient and the QoS to mobile

users is improved.
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TABLE I

USERSUTILITIES

Sector 1 eNodeB A

A1 Sig a = 3, b = 10.0 A4 Log k = 1.1

A2 Sig a = 3, b = 10.3 A5 Log k = 1.2

A3 Sig a = 1, b = 10.6 A6 Log k = 1.3

Sector 2 eNodeB A

A7 Sig a = 3, b = 10 A10 Log k = 1

A8 Sig a = 3, b = 11 A11 Log k = 2

A9 Sig a = 1, b = 12 A12 Log k = 3

Sector 3 eNodeB A

A13 Sig a = 3, b = 15.1 A16 Log k = 10

A14 Sig a = 3, b = 15.3 A17 Log k = 11

A15 Sig a = 3, b = 15.5 A18 Log k = 12

Sector 1 eNodeB B

B1 Sig a = 3, b = 10.9 B4 Log k = 1.4

B2 Sig a = 3, b = 11.2 B5 Log k = 1.5

B3 Sig a = 1, b = 11.5 B6 Log k = 1.6

Sector 2 eNodeB B

B7 Sig a = 3, b = 13 B10 Log k = 4

B8 Sig a = 3, b = 14 B11 Log k = 5

B9 Sig a = 1, b = 15 B12 Log k = 6

Sector 3 eNodeB B

B13 Sig a = 3, b = 15.7 B16 Log k = 13

B14 Sig a = 3, b = 15.9 B17 Log k = 14

B15 Sig a = 3, b = 17.3 B18 Log k = 15

Sector 1 eNodeB C

C1 Sig a = 3, b = 11.8 C4 Log k = 1.7

C2 Sig a = 3, b = 12.1 C5 Log k = 1.8

C3 Sig a = 1, b = 12.4 C6 Log k = 1.9

Sector 2 eNodeB C

C7 Sig a = 3, b = 16 C10 Log k = 7

C8 Sig a = 3, b = 17 C11 Log k = 8

C9 Sig a = 1, b = 18 C12 Log k = 9

Sector 3 eNodeB C

C13 Sig a = 3, b = 17.5 C16 Log k = 16

C14 Sig a = 3, b = 17.7 C17 Log k = 17

C15 Sig a = 3, b = 17.9 C18 Log k = 18
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