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Abstract—In generalized frequency division multiplexing
(GFDM), the self-generated inter-carrier interference can be
exploited to estimate the carrier frequency offset (CFO). In this
paper, the state-of-the-art algorithm for the blind estimation of
the CFO in GFDM is evaluated in detail. For this purpose, the
corresponding theoretical model under additive white Gaussian
noise (AWGN) channel conditions is derived. Furthermore, an
alternative approach to increase the accuracy of the estimation
is proposed. Depending on the GFDM parameterization and
channel conditions, the new method can significantly improve
the mean square error (MSE) of the CFO without compromising
the latency. Simulation results show that under AWGN channel
conditions, a GFDM configuration with a low number of subsym-
bols can highly benefit from the proposed approach. In multipath
fading channels, the MSE can be considerably reduced in systems
with a moderate subcarrier spacing.

Index Terms—GFDM, blind, synchronization, carrier fre-
quency offset (CFO), inter-carrier interference (ICI).

I. INTRODUCTION

With the definition of the scenarios envisioned for 5G [1],

it became evident that the traditional orthogonal frequency

division multiplexing (OFDM) could not be the technology

of choice for the next generation of wireless communication

systems. As a consequence, waveform design [2] has been

widely investigated in the last years, and the corresponding

research follows two different paths. The first one, based on

OFDM, aims at improving its characteristics and solving its

drawbacks. The second one focus on the design of alternative

waveforms, as in the case of generalized frequency division

multiplexing (GFDM) [3].

GFDM applies a circular filtering on a subcarrier basis

and can transmit more than one data symbol per subcarrier,

leading to a flexible non-orthogonal waveform. Due to its non-

orthogonality, GFDM is subjected to inter-symbol interference

(ISI) and inter-carrier interference (ICI) interference, fact that

motivates the study of techniques to reduce the complexity

required at the receiver [4] [5]. Since its introduction in

2009, numerous studies have shown its potential to meet the

requirements of 5G [6].

Synchronization represents one of the most challenging

issues at the receiver and plays an important role in the

physical layer design. During the acquisition phase, the arrival

time of the frame has to be accurately estimated. In addition,

the carrier frequency offset (CFO), which appears due to

the Doppler effects and the mismatch between the local

oscillators at the transmitter and receiver, must be estimated

and subsequently compensated to enable the proper working of

the next modules of the receiver. In the framework of GFDM,

data-aided (DA) as well as blind or non-data-aided (NDA)

approaches have already been proposed.

The use of a training sequence, specifically designed accor-

ding to the GFDM principles, either as a preamble [7], em-

bedded in the data as a midamble [8] [9], or as a replacement

for the cyclic prefix (CP) [10], is able to provide accurate

time and fractional frequency synchronization. However, none

of the mentioned approaches can provide a CFO estimation

range higher than half of a subcarrier spacing.

Exploiting the periodicity provided by the CP in GFDM,

a joint time and frequency offset estimator based on the

maximum-likelihood (ML) principle was presented in [11].

The results showed comparable performance to those obtained

for OFDM, concluding that the derived ML estimator is

applicable to initial synchronization for GFDM as it is for

OFDM. As a result, the CFO estimation range is still confined

to half of a subcarrier spacing.

Besides the CP, the self-generated ICI in GFDM provides

some periodic information which can be beneficial for syn-

chronization. In [12], assuming a known time offset and

making use of the intrinsic periodicity of the GFDM signal

in frequency domain, a blind CFO estimator was introduced.

Even though the acquisition range of the CFO extends to

almost the whole frequency band, the high estimation error

limits its use in practice.

The goal of this work is to improve the performance of

the state-of-the-art blind CFO estimation approach in terms of

the mean squared error (MSE) of the CFO estimation. For this

purpose, a theoretical model of the metric used to estimate the

CFO under additive white Gaussian noise (AWGN) channel

conditions is derived, which allows for a better understanding

of the method. The main factors that affect the performance

of the approach are identified and an alternative method for

the estimation of the CFO with higher accuracy is proposed.

The remainder of this paper is structured as follows: The



blind CFO estimation approach is described in Section II.

Section III presents the proposed method. Simulation results

are discussed in Section IV. Finally, Section V concludes the

paper.

II. BLIND CFO ESTIMATION IN FREQUENCY DOMAIN

This section explains how the self-generated ICI in GFDM

can be exploited for the estimation of the CFO and presents

the approach from the mathematical point of view.

GFDM can be efficiently implemented in frequency domain

using the sparsity of the pulse shaping filter in frequency

domain [13]. In this case, the GFDM modulated signal can

be expressed as:

x[n] =
∑

k∈K

xk[n], (1)

where n = 0, 1, ..., N − 1, K represents the set of allocated

subcarriers, and the signal xk[n] at the subcarrier k is defined

as:

xk[n] =

[

∑

m∈M

dk,mδ[n−mK]

]

~
n,N

g[n]ej
2πkn

K , (2)

where dk,m stands for the complex-valued data symbol carried

by the subcarrier k and transmitted at the discrete time instant

m. N equals KM , with K the number of subcarriers and M
the number of subsymbols. M refers to the set of active sub-

symbols, g[n] denotes the pulse shaping filter with periodicity

N samples and ~n,N indicates the circular convolution with

respect to the index n and with periodicity of N samples.

In frequency domain, the modulated signal at the subcarrier

k can be written as:

Xk[l] = DFTN

[

∑

m∈M

dk,mδ[n−mK]

]

DFTN [g[n]]

~ DFTN

[

ej
2πkn

K

]

,

(3)

where DFTN [·] stands for the N -point discrete Fourier trans-

form (DFT). The term in the first squared brackets corresponds

to a K-times upsampled version of the M data symbols per

subcarrier k. Therefore, its N -point DFT results in a K-times

repetition of the M -point DFT of the set of data. This spectrum

is multiplied by the frequency response of the pulse shaping

filter, and finally, the product is convolved with the N -point

DFT of the exponential term which indicates the position of

corresponding subcarrier k.

In general, with a roll-off factor α of the pulse shaping

filter g[n] greater than zero, the bandwidth of G[l] (where

G[l] = DFTN [g[n]] is the frequency domain response of the

filter g[n]), extends more than the subcarrier spacing (M
samples). As a consequence, Xk[l] contains repeated informa-

tion of the signal, weighted differently by the corresponding

coefficients of the pulse shaping filter in frequency domain.

This information appears with a periodicity of M samples,

over a length given by M and the roll-off factor α as

V = 2bαM/2c samples, where bxc = max{n ∈ Z|n ≤ x}.

When the contribution of each subcarrier is added

in frequency domain to build the modulated signal

X[l] =
∑

k∈K
Xk[l], the periodic information from different

subcarrier signals overlaps causing the characteristic self-

generated ICI in GFDM.

GFDM can be configured to use CP and cyclic suffix (CS),

which are added to the signal x[n] to form a block. In general,

B blocks are concatenated to build the transmitted frame. At

the receiver, after initial time synchronization, each individual

block is extracted, as well as the CP and the CS, yielding, per

block, the N -samples length signal y[n]:

y[n] = x[n]ej2πεn + w[n], (4)

where ε accounts for the CFO normalized by the sampling

frequency and w[n] is AWGN with zero mean and variance

N0.

A. Autocorrelation-Metric

The main idea behind this approach is to exploit the repeated

information of the signal for the estimation of the CFO.

This intrinsic periodicity suggests an approach based on the

autocorrelation of the received signal in frequency domain.

The N -point DFT of y[n] can be formulated as:

Y [l] =
∑

k∈K

∑

m∈M

dk,mG[l]e−j 2πKml

N ~ Ik[l] +W [l], (5)

where

Ik[l] = DFTN

[

ej(
2πk

K
+2πε)n

]

= N
sinc [l − (kM + εN)]

sinc
[

1
N
(l − (kM + εN))

]ejπ
N−1

N
(l−(kM+εN)),

(6)

and sinc[x] = sin[πx]/[πx].
With

Pk,m[l] = G[l]e−j2πKml

N ~ Ik[l], (7)

the received signal in frequency domain can be finally

expressed as:

Y [l] =
∑

k∈K

∑

m∈M

dk,mPk,m[l] +W [l]. (8)

The autocorrelation of Y [l] at every frequency bin l is

calculated using a sliding window of M samples and averaging

over V samples:

RY [l] =

V−1
∑

p=0

E

[

Y ∗[< l + p >N ]Y [< l + p+M >N ]
]

=

V−1
∑

p=0

[

∑

k∈K

∑

m∈M

∑

k′∈K

∑

m′∈M

E
[

d∗k,mdk′,m′

]

× P ∗
k,m[< l + p >N ]Pk′,m′ [< l + p+M >N ]

]

+

V−1
∑

p=0

[

∑

k∈K

∑

m∈M

E
[

d∗k,mW [l + p+M ]
]

× P ∗
k,m[< l + p >N ]

]

+

V−1
∑

p=0

[

∑

k′∈K

∑

m′∈M

E
[

dk′,m′W ∗[l + p]
]



× Pk′,m′ [< l + p+M >N ]

]

+

V−1
∑

p=0

[

E
[

W ∗[l + p]W [l + p+M ]
]

]

. (9)

Under the assumption that the complex data symbols are

independent and identically distributed (i.i.d.), and the data

and the noise are independent, with k = k′, m = m′,

σ2
d = E[|dk,m|2] and E[dk,m] = 0, the autocorrelation can

be written as:

RY [l] = σ2
d

∑

k∈K

∑

m∈M

Λk,m[l] + Z[l], (10)

where

Λk,m[l] =

V−1
∑

p=0

P ∗
k,m[< l+p >N ]Pk,m[< l+p+M >N ], (11)

and Z[l] accounts for the autocorrelation of the noise.

Fig. 1a shows the magnitude of the autocorrelation |RY [l]|
of a received signal y[n] for different values of CFO. In-

formation about the GFDM parameters used to generate the

transmitted signal x[n] can be found in Fig. 1. For the

simulations, an AWGN channel with a signal-to-noise ratio

(SNR) value of 20 dB has been considered, and 20 blocks

have been averaged to obtain each individual RY [l]. Due to the

periodicity of the signal, the autocorrelation exhibits one peak

for each allocated subcarrier. The position of each maximum

indicates the frequency shift respect to the corresponding

subcarrier of the transmitted signal. If the CFO is an integer

multiple of the frequency bin 1, i.e. (ε = p/N , with p ∈ Z), all

maxima of RY [l] have, ideally, the same magnitude (red curve,

CFO = 7.0/N ). In this case, the term Ik[l] in (6) reduces to a

Kronecker delta function δ[l−(kM+εN)] and its convolution

with G[l] in (7) only shifts the position of G[l] but does not

modify its spectrum. As a result, RY [l] is completely defined

by the autocorrelation of G[l] and the number of allocated

subcarriers. For arbitrary values of CFO which are not integer

multiples of 1/N , the convolution of the sampled Dirichlet

function Ik[l] with G[l] does not correspond to a merely shifted

version of G[l]. The worst case occurs for ε = (p ± 0.5)/N ,

when Ik[l] does not have a global maximum but two local

maxima of identical magnitude, leading to a high degradation

of the metric.

B. CFO-Metric

In practice, with a low number of blocks, the local maxima

of the calculated autocorrelation RY [l] will have, depending

on the data, different magnitude values and, as a consequence,

RY [l] cannot be considered a reliable metric for the CFO esti-

mation. However, since the distance between two consecutive

maxima of RY [l] is M samples, a more robust metric can be

found by averaging the contribution of M -spaced Kon values

of RY [l] for every possible position of l 2. A global maximum

1Each frequency bin is considered to have a value of 1/N , where the
bandwidth of the signal has been normalized to the unity for simplicity.

2Consecutive subcarrier allocation is considered here.

appears by full match of Kon peaks, and its position indicates

the frequency shift with respect to the first allocated subcarrier.

The new metric, which in the following will be referred as

CFO-Metric, is defined as:

Ψ[l] =
1

Kon

∑

k∈K

RY [< l + kM >N ]. (12)

And the frequency offset can be calculated as:

ε̂ =
argmaxl∈Z

{Ψ[l]} − l1 + V

N
, (13)

where l1 ∈ Z indicates the position of the first allocated sub-

carrier, and the factor V compensates for the delay introduced

by the autocorrelation. From (13), it becomes evident that the

accuracy of the approach is limited to 1/N .

Fig. 1b illustrates the magnitude of the CFO-Metric |Ψ[l]|
obtained with the previously calculated RY [l]. For all eva-

luated cases, the global maximum is located at the same

position, providing the same estimated CFO value. The fact

that the global maximum obtained for CFO values of 6.7/N
and 7.3/N has a lower amplitude than for 7.0/N , as well as

the asymmetry of their local maxima, indicates that the actual

CFO is not an integer multiple of 1/N and therefore, even

under ideal channel conditions, the estimation has an implicit

error, given as:

εe = ε− ε̂. (14)

It is worth mentioning that, under CFO values which are

non integer multiples of 1/N , the CFO-Metric suffers a

stronger degradation with decreasing number of subsymbols

M . The ratio between the magnitude of the global maximum

and the local maxima around it is reduced, leading to a

high probability of wrong CFO estimations. Therefore, M
determines not only the accuracy of the approach, but also

its robustness against arbitrary values of CFO.

Another parameter related to the robustness of the approach

is the number of allocated subcarriers. If Kon ≤ K/2, the

number of peaks of Ψ[l] equals 2Kon − 1, and the global

maximum can be clearly distinguished. But as the number of

allocated subcarriers increases, due to the periodicity of RY [l],
the amplitude of the local maxima of Ψ[l] increases, until the

extreme case of full subcarrier allocation, where the CFO-

Metric consists of K local maxima, and only the frequency

shift within one subcarrier can be identified.

III. PROPOSED METHOD

The performance of the presented approach depends on

the parameters K and M , which restrict the accuracy of the

estimation to 1/N , as well as on the roll-off factor α of the

pulse shaping filter, which together with M , determines the

number of samples V with duplicated information. Moreover,

there is an uncertainty estimation range around the middle

distance between two potential consecutive CFO values, and

therefore, a high probability of error if the current CFO

belongs to this region.

In the previous section it was shown, that the magnitude

of the global maximum of Ψ[l] depends on the value of the
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Fig. 1: a) Magnitude of autocorrelation |RY [l]| and b) CFO-Metric |Ψ[l]| in frequency domain. The GFDM parameters are

K = 12, M = 5, and raised cosine with roll-off factor α = 1. The number of allocated subcarriers is Kon = 6 and the

number of active subsymbols Mon = 5. For the evaluated CFO values ε, 6.7/N , 7.0/N and 7.3/N , the estimated CFO ε̂
is 7/N , leading to an estimation error εe of −0.3/N , 0/N and 0.3/N , respectively. Simulation results are averaged over

10, 000 realizations.

frequency offset ε. This behavior is illustrated in Fig. 2 in more

detail, where the magnitude of the global maximum of the

CFO-Metric, obtained for different values of ε in the received

signal, i.e. maxl |Ψ[l, ε̃]|, is represented as a function of ε. The

maxima of this function correspond to ε = p/N , where p ∈ Z,

and the minima appear for ε = (p± 0.5)/N .

A. Maximization of the CFO-Metric

The evolution of the magnitude of the maximum of Ψ[l, ε]
as a function of ε indicates that the problem of low accuracy

can be solved by finding the value of the frequency offset ε
which, when compensated in the received signal, maximizes

Ψ[l, ε]. Let us define

F (ε̃) = max
l

Ψ[l, ε̃] (15)

as the function which contains the maximum value of Ψ[l, ε̃]
for every possible value of ε̃. The CFO value:

ε̂ = argmax
ε̃

F (ε̃) (16)

which maximizes the function F (ε̃) corresponds to the frac-

tional CFO, ε̂F , which allows for an enhancement of the

accuracy. Moreover, the estimated ε̂F can be used to further

improve the initial integer estimation. By compensating ε̂F in

the received signal, an improved CFO-Metric with reduced

uncertainty can be obtained. Therefore, a more accurate esti-

mation of the integer CFO, ε̂I , given by the global maximum

of Ψ[l, ε̂F ], can be achieved. Hence, the new CFO estimation

ε̂ is given as the sum of two terms:

ε̂ = ε̂I + ε̂F . (17)

Well-known optimization algorithms can be used to find the

solution to this problem with high accuracy.
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Fig. 2: Evolution of the magnitude of the global maximum of

the CFO-Metric |Ψ[l, ε]| as a function of ε.

B. Manual Search of the CFO

This work proposes a manual search of the new CFO. The

necessary steps are summarized as follows:

1) Definition of the observation space of trial CFO values.

The range limits are defined to cover all values of

interest, i.e. [−0.5/N,+0.5/N ], so that the range span,

∆R, corresponds to the frequency bin spacing 1/N .

2) Definition of the resolution between trial CFO values.

With T being the number of trial CFO values at each

side of the middle of the observation space, the reso-

lution corresponds to ∆ε̃ = ∆R/(2T + 1), and the



value of each trial CFO ε̃i is given by: ε̃i = i∆ε̃, where

i = −T,−T + 1, ..., T − 1, T .

3) For every trial CFO ε̃i:

a) Compensation of the trial CFO value ε̃i in the

received signal yi[n, ε̃i].
b) Calculation of the corresponding CFO-Metric

Ψi[l, ε̃i] and its maximum F̃ [ε̃i] = maxl Ψi[l, ε̃i].

4) Selection of the maximum of F̃ [ε̃i]. The fractional CFO

estimation ε̂F is obtained as ε̂F = argmaxε̃i F̃ [ε̃i]. The

maximum of the previously calculated Ψi[l, ε̂F ] provides

a new integer CFO estimation, ε̂I , as described in (13).

It is worth mentioning that the calculation of each individual

CFO-Metric, Ψi[l, ε̃i], does not require information from pre-

vious steps and therefore, all of them can be computed in

parallel, resulting in an approach with an overall higher com-

putational complexity that the conventional one, but without

additional latency. Besides, the complexity can be adjusted

with a suitable definition of the resolution ∆ε̃.

IV. SIMULATION RESULTS

In this section, the performance of the proposed approach

is evaluated and compared to the existing one. Simulations

have been performed under AWGN and frequency selective

fading channel conditions. In the latter case, an exponential

power delay profile with a maximum delay length of Ncp/2−1
samples is chosen. The ratio of the first tap to the last one

is set to 20 dB. Different values of the parameters K and

M are considered to observe their influence on the results.

Table I contains the sets of parameters used for this evaluation.

In all cases, a raised cosine filter with roll-off factor α = 1
is selected as a pulse shaping filter, the number of allocated

subcarriers is half of the total number of subcarriers, the length

of the CP is set to N/4, and the number of blocks to average

the results of the autocorrelation is equal to 20. The signal

bandwidth is in every case the same and normalized to unity.

The CFO is uniformly distributed between −K/2 + 1 and

K/2 − 1, and can take any arbitrary value in this range, i.e.

is not restricted to integer multiples of 1/N . For the manual

search of the CFO, a resolution step ∆ε̃ = 0.1/N is chosen,

with T = 5.

TABLE I: GFDM parameterization.

K Kon M Mon N Ncp

set 1 24 12 3 3 72 18
set 2 8 4 9 9 72 18
set 3 24 12 9 9 216 54

In order to evaluate the performance of each approach, the

MSE is used, defined as:

MSE(ε) = E[(ε− ε̂)2]. (18)

A. MSE Under AWGN Channel Conditions

Fig. 3a shows the MSE of the CFO obtained for all para-

meter sets under AWGN channel conditions, for SNR values

from 0 to 20 dB. The MSE provided by the initial approach

indicates the dependence of the results on the parameters K

and M . With the first set of parameters, the low number of

subsymbols M is responsible for the higher degradation of the

CFO-Metric with respect to the other two cases, and therefore,

a higher MSE than in the second and third sets is achieved.

Sets two and three present the same accuracy with respect

to the subcarrier spacing 1/M , and differ only in the number

of subcarriers K. Accordingly, the difference between their

corresponding MSE curves reside mainly in the ratio between

the mentioned number of subcarriers. A normalized MSE

should show similar performances.

The effect of the proposed approach on the MSE is espe-

cially remarkable in the first case, where the compensation of

the estimated fractional CFO provides a more reliable integer

CFO estimation. The incorporation of the fractional CFO

allows for an even further MSE reduction. In the low SNR

region, the new approach achieves a considerable improvement

of the MSE in all cases. With a high number of subsymbols

(second and third cases), the MSE floor observed at high SNR

values is determined mainly by the number of blocks used

for the calculation of the metrics, and the influence of the

proposed approach is strongly reduced.

B. MSE Under Multipath Fading Channel Conditions

Under multipath fading channel conditions, the frequency

selectivity affects the frequency bins which are used to cal-

culate the autocorrelation differently. As a consequence, the

autocorrelation degrades, leading to an increase of the MSE.

Fig. 3b depicts the MSE of the CFO obtained for all considered

sets.

The improved integer CFO estimation is able to reduce the

MSE in all considered sets, especially in the first one, due to

the remarkable improvement of the CFO-Metric. The initial

estimation obtained for the second and third sets reflects the

effect of the number of subcarriers in the accuracy. However,

the improvement introduced by the new approach is more

evident in the third set. The higher number of subcarriers and

therefore, the lower subcarrier spacing, under the assumption

of identical signal bandwidth, has a positive impact on the

performance of the proposed method. Due to the frequency

variability, the fractional CFO does not introduce a visible

effect on the MSE.

C. Estimation Uncertainty

In order to illustrate the effect of the estimation uncertainty

on the MSE and the improvement achieved by the proposed

approach, simulations under ideal channel conditions have

been performed. The CFO evaluation range extends from

−0.5/N to 0.5/N and the resolution step ∆ε̃ has been set

to 0.025/N . The GFDM parameters correspond to the first

set, where the difference among the different CFO estimations

at high SNRs is particularly significant. Fig. 4 shows the

MSE of the CFO obtained with the conventional and the

new approach. As expected, due to the strong degradation of

the CFO-Metric, the highest values of MSE appear in the

areas around ±0.5/N . It is in these areas where the new

approach achieves a remarkable improvement of the integer
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Fig. 3: MSE of CFO obtained with initial and proposed approaches for different GFDM configurations and channel conditions.

CFO estimation and a high reduction of the corresponding

MSE. It can be seen that the MSE obtained with the new

integer CFO estimation is close to the theoretical one. With

the incorporation of the fractional CFO, an almost constant

MSE in the whole evaluation range is achieved.
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Fig. 4: MSE of CFO obtained for the first set of GFDM

parameters under ideal channel conditions.

V. CONCLUSIONS

In this paper, the use of the self-generated ICI in GFDM

for the estimation of the CFO has been thoroughly examined.

With the help of the theoretical model derived in this work,

the influence of the GFDM parameters on the accuracy of

the estimation and on the robustness of the CFO-Metric has

been addressed. Besides, this model has enabled to identify

the dependence of the CFO on the CFO-Metric.

Once the relationship between the CFO-Metric and the

actual CFO of the system has been established, a new approach

to improve the MSE of the estimation has been proposed.

Its performance has been evaluated and compared to the

one obtained with the existing approach. It has been shown

that, depending on the GFDM parameterization and channel

conditions, the new method can achieve a significant reduction

of the MSE.

In AWGN channels, the new approach can improve the MSE

in the low SNR operating area for all evaluated systems, while

for high SNR values, the effect of the proposed algorithm is

reduced as the number of subsymbols M increases.

Under frequency fading channel conditions, all evaluated

cases can benefit from the new approach. However, it has

to be considered, that the performance degradation of the

metric, caused by the frequency fading, should remain within

acceptable limits for the method to work properly.

The main advantage of the blind CFO estimation approach

is that it offers the possibility to estimate the CFO over a high

frequency range without compromising the spectral efficiency.

At the cost of a higher, but adjustable computational com-

plexity, the proposed algorithm improves the CFO estimation

performance in terms of the MSE. By means of parallel

processing, the latency required to provide the estimation does

not need to increase. However, it is non-negligible and has to

be taken into account in practical implementations. Therefore,

streaming transmissions appear as potential applications which

can benefit from the proposed approach. After initial time

synchronization, the CFO estimation based on a fixed number

of blocks can be performed as described in this work. Sub-

sequently, a new estimation can be done following a sliding

window principle, where the first arrived block is no longer

considered in the calculation, and a new one is incorporated

to the algorithm. This process can be carried out continuously

over the whole frame for tracking purposes.
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