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#### Abstract

Reflectometry is the task for acquiring the bidirectional reflectance distribution function (BRDFs) of real-world materials. The typical reflectometry pipeline in computer vision, computer graphics, and computational imaging involves capturing images of a convex shape under multiple illumination and imaging conditions; due to the convexity of the shape, which implies that all paths from the light source to the camera perform a single reflection, the intensities in these images can subsequently be analytically mapped to BRDF values. We deviate from this pipeline by investigating the utility of higher-order light transport effects, such as the interreflections arising when illuminating and imaging a concave object, for reflectometry. We show that interreflections provide a rich set of contraints on the unknown BRDF, significantly exceeding those available in equivalent measurements of convex shapes. We develop a differentiable rendering pipeline to solve an inverse rendering problem that uses these constraints to produce high-fidelity BRDF estimates from even a single input image. Finally, we take first steps towards designing new concave shapes that maximize the amount of information about the unknown BRDF available in image measurements. We perform extensive simulations to validate the utility of this reflectometry from interreflections approach.


Index Terms—bidirectional reflectance distribution function, reflectometry, interreflections, differentiable rendering

## 1 Introduction

Bidirectional reflectance distribution functions (BRDF) [1] have served as one of the main ways for describing the reflectance properties of (opaque) materials in computer vision, computer graphics, and computational imaging. They have found use in applications ranging from physically accurate rendering, to simultaneous shape and material acquisitions, and from virtual and augmented reality, to semantic scene parsing [2], [3], [4], [5], [6], [7].

Given the importance of BRDFs, there has been extensive research on techniques that can measure the BRDF of real materials [2], [8], [9], [10], [11], [12], [13], [14]. The most common approach for this acquisition task is to fabricate a convex object (e.g., a plane or sphere) of known shape whose surface is characterized by the unknown BRDF, and then use a goniometer to capture images of that object from multiple (and potentially multiplexed) illumination and viewing directions. The intensities in these images can then directly be mapped to BRDF values.

A key challenge with this approach is the sheer number of images that must be acquired to obtain high-fidelity estimates of the BRDF: Each intensity measurment provides only a single sample of a, in full-generality, fourdimensional function, requiring several dozens of images to produce a dense sampling of this function. This has motivated significant research towards reducing the required number of measurements. This has led to the discovery of inherent symmetries and general-purpose parametric forms that can be used to model real-world BRDFS [15], [16], [17], [18], and to the design of reduced sampling schemes that take advantage of this prior knowledge [11], [19], [20], [21].

In this paper, we approach the problem of reducing

[^0]the acquisition effort of reflectometry from an orthogonal direction: Our main insight is that the intensity of light paths corresponding to interreflections (e.g., those produced when illuminating and imaging a shape with concavities) is a function of more than one samples of the BRDF-one sample for each reflection event that takes place along the path. Therefore, by capturing images of concave objects, we effectively multiplex multiple measurements of the BRDF into a smaller set of images than what would be required if we were using a convex object. This multiplexing does not come for free: Given the infinitely many possible interreflection paths contributing to each image pixel, and the fact that the intensity of each path is a non-linear value of the BRDF, extracting BRDF values from images containing interreflections is a challenging inverse rendering problem. We show that we can use recently-developed differentiable rendering technologies [22], [23], [24], [25] to efficiently solve this problem, and obtain high-fidelity BRDF estimates from a much smaller number of images than what would be required using interreflection-free convex shapes. To provide initial evidence for the feasibility and utility of this reflectometry from interreflections approach, we perform extensive simulations using images synthesized with physically-accurate rendering, for various convex and concave shapes. Last but not least, we use the insights drawn from these simulations to take first steps towards designing new concave shapes that produce an optimal set of measurements for BRDF estimation.

## 2 Related work

Reflectance acquisition. Measuring BRDFs has a long history in computer vision and graphics [7]. Laboratory measurements often involve using a goniometer to image and illuminate a known, simple shape from multiple directions using a goniometer or a light stage [2], [8], [9], [10], or
different forms of coded illumination [12], [13], [14]. Typically, these techniques require a large number of measurements, which has motivated significant research towards sufficient [26], [27], optimal [19], [20], [21], perceptuallyuniform [28], [29], or adaptive [11] sampling schemes. We take a different approach towards reducing the required number of image measurements, by showing that images of concave objects can provide sufficient samples for detailed BRDF recovery thanks to interreflections.

BRDF estimation from a single or few images has also been explored in contexts where laboratory measurements are not practical, for example under passive, potentially unknown, illumination [18], [27], [30], [31], [32]. More recently, data-driven approaches have become popular as a means for recovering low-dimensional parametric forms of even spatially-varying BRDFs from such limited measurements [33], [34], [35]. We take inspiration from these works to show that high-fidelity reflectance acquisition can also be achieved from a single or few images in the active illumination setting.
Interreflections as a source of information. Interreflections have previously been shown to be a rich source of information for shape estimation [36], [37], [38]. Most of these works assume that the shape has a Lambertian BRDF, which simplifies the mathematical expressions for the underlying light transport quantities.

In the context of reflectance acquisition, interreflections have been used in two different ways. Naik et al. [39], [40] used time-of-flight measurements of interreflections between a sample of unknown reflectance and Lambertian surfaces to perform single-view BRDF recovery. Tsai et al. [41] showed that time-of-flight measurements of twobounce interreflections between surfaces of unknown shape and reflectance provide dense samples of the unknown BRDF; they additionally developed an algorithm for simultaneous shape and BRDF recovery. We draw inspiration from these works to develop an algorithm for reflectometry from interreflections that: (i) works using measurements from a steady-state intensity camera, without the need for time-of-flight information; (ii) requires very few image measurements, without the need to acquire high-dimensional light transport matrices; and (iii) uses information from light transport of arbitrary number of bounces, without the need to isolate only two-bounce transport.
Differentiable rendering. The ability to estimate derivatives of radiometric quantities (e.g., the images a camera would capture) with respect to arbitrary scene parameters has recently emerged as a key computational tool for solving inverse problems in computer vision and graphics. Differentiable renderers based on mathematically-tractable direct shading models [42], [43] have become common in deep learning pipelines that attempt to infer physical scene parameters, including reflectance [44], [45]. More general differentiable renderers that can handle higher-order light transport effects were first introduced in the context of inverse scattering [46], [47], [48], [49], [50], where the goal was to recover material scattering parameters rather than BRDFs. More recently, these have been extended to support differentiation with respect to arbitrary scene parameters [22], [23], [24], [25] and have been used to infer lowparametric reflectance model under known [51] or unknown
geometry [52], [53]. Here we take inspiration from this work, to show the utility of differentiable rendering as a computational tool for high-quality reflectometry.

## 3 Problem setting

We denote a BRDF as a 4 D function $f_{r}\left(\boldsymbol{\omega}_{\boldsymbol{i}}, \boldsymbol{\omega}_{\boldsymbol{o}}\right)$, where $\boldsymbol{\omega}_{\boldsymbol{i}}, \boldsymbol{\omega}_{\boldsymbol{o}}$ are unit vectors describing the incoming and outgoing directions (each having two degrees of freedom). For any two such vectors, $f_{r}\left(\omega_{i}, \omega_{o}\right)$ denotes the ratio of radiance reflected along $\omega_{o}$, to incident irradiance from direction $\omega_{i}$. The directions $\boldsymbol{\omega}_{i}, \omega_{o}$ are defined with respect to the local normal $\mathbf{n}$ of the imaged surface point. We assume that we have available a set of $M$ input images $I_{1}, \ldots, I_{M}$ of the same object, captured with a fixed orthographic camera, under different directional illuminations from directions $\mathbf{l}_{1}, \ldots, \mathbf{l}_{M}$. We assume that the geometry, including the 3D shape of the object, light directions, and camera pose are known, and that the target object is characterized by a spatially-uniform BRDF. The selection of the shape of the object will be a key theme of our paper as discussed in later sections.

To recover the unknown BRDF $f_{r}$, we use an analysis-by-synthesis (also known as inverse rendering [54], [55]) approach: We search for the BRDF that, when used to render synthetic images, most closely matches the input images. Concretely, we can express this as the following minimization problem:

$$
\begin{equation*}
\min _{f_{r}} \sum_{m=1}^{M}\left\|I_{m}-\mathcal{R}\left(\mathbf{l}_{m}, f_{r}\right)\right\|^{2} \tag{1}
\end{equation*}
$$

where $\mathcal{R}(\cdot)$ is the rendering operator, implicitly including the scene geometry.

### 3.1 BRDF parameterization

Before showing how to efficiently solve the optimization problem of Eq. (1), we first discuss how we parameterize the space of possible BRDFs $f_{r}$.
Isotropic BRDFs. We begin by adopting a commonly-used change of variables to express the BRDF as a function of not the incoming and outgoing directions $\boldsymbol{\omega}_{i}, \boldsymbol{\omega}_{o}$, but the halfvector $\mathbf{h}$ and difference vector $\mathbf{d}$ [15]. The half vector is the unit vector half way between the incoming and outgoing directions, and the difference vector is simply the incident direction in a frame of reference in which the half vector is at the north pole. Concretely:

$$
\begin{equation*}
\mathbf{h}=\frac{\boldsymbol{\omega}_{\boldsymbol{i}}+\boldsymbol{\omega}_{\boldsymbol{o}}}{\left\|\boldsymbol{\omega}_{\boldsymbol{i}}+\boldsymbol{\omega}_{\boldsymbol{o}}\right\|}, \quad \mathbf{d}=\operatorname{Rot}_{y}\left(-\theta_{h}\right) \operatorname{Rot}_{z}\left(-\phi_{h}\right) \boldsymbol{\omega}_{\boldsymbol{i}} \tag{2}
\end{equation*}
$$

where $\theta_{h}, \phi_{h}, \theta_{d}, \phi_{d}$ are the spherical coordinates of the vectors $\mathbf{h}, \mathbf{d}$.

This so-called half-vector parameterization has been shown to facilitate access to several properties exhibited by real-world BRDFs. In particular, it has been observed that many real world BRDFs are isotropic [15], meaning that they are invariant to rotations of the half vector around the normal. In the half-vector parametrization, this implies that the BRDF is invariant to angle $\phi_{h}$, and therefore becomes a 3D function. We adopt this widely-employed assumption
as well, and restrict our attention to the space of isotropic BRDFs.
Dictionary representation. There is a large literature of models for developing parametric forms for isotropic BRDFs [11], [17], [21], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65]. Here, we follow Hui et al. [32] and adopt a dictionary representation, for reasons of both parsimony (many different BRDFs can be accurately expressed using this model) and mathematical tractability (such a representation helps make the optimization problem of Eq. (1) easier to solve). In particular, we assume that the unknown BRDF can be expressed as a convex combination of a dictionary $\left\{f_{r}{ }^{n}, n=1, \ldots, N\right\}$ of BRDFs,

$$
\begin{equation*}
f_{r}(\alpha)=\sum_{n=1}^{N} \alpha_{n} f_{r}{ }^{n}, \quad \text { s.t. } \alpha_{n} \geq 0,\|\alpha\|_{1}=1 \tag{3}
\end{equation*}
$$

and hence Eq. (1) reduces to finding the mixture weights

$$
\begin{equation*}
\min _{\alpha: \alpha_{n} \geq 0,\|\alpha\|_{1}=1} \sum_{m=1}^{M}\left\|I_{m}-\mathcal{R}\left(\mathbf{l}_{m}, \sum_{n=1}^{N} \alpha_{n} f_{r}^{n}\right)\right\|^{2} \tag{4}
\end{equation*}
$$

For our dictionary, we combine different microfacet BRDFs using the isotropic GGX parametric model [59]. This model uses two parameters: a roughness parameter $\alpha$, where $\alpha$ approaching 0 leads to very specular BRDFs and $\alpha \approx 0.5$ has a very wide specular lobe; and the index of refraction $\eta$ controlling the Fresnel reflection coefficient. We selected a dictionary of 40 GGX functions, for different values of $\alpha$ and $\eta$, shown in Fig. 1, that best explains the BRDFs in the MERL BRDF database [10]. We additionally augment this dictionary with a unit-albedo Lambertian BRDF, as well as a BRDF of zero albedo (completely-absorbing surface), for a total of $N=42$ dictionary elements. Given that all atoms in our dictionary are physically-accurate BRDFs, requiring the weights in $\alpha$ to be non-negative and sum to one ensures that all BRDFs represented by our dictionary model will satisfy the positivity, energy-conservation, and Helmholtz reciprocity properties required of physical BRDFs. The use of the fully-absorptive dictionary element is needed in order to allow our BRDFs to have non-unit albedo. Finally, as all elements of the dictionary are isotropic BRDFs, the BRDFs from our dictionary model will also be isotropic.


Fig. 1. The 40 microfacet BRDFs in our dictionary.
Bivariate BRDFs. Romeiro and Zickler [16] noted that many real-world BRDFs are approximately independent of $\phi_{d}$,
and can therefore be reduced to 2D functions of only $\theta_{h}, \theta_{d}$. We do not assume this so-called bivariate representation for our recovery experiments, but we will use it in later sections to visualize BRDFs and show sampling patterns.

## 4 OPTIMIZATION WITH DIFFERENTIABLE RENDERING

Given the large number of unknowns, efficiently minimizing the analysis-by-synthesis loss of Eq. (4) requires using a gradient-based optimization algorithm. Computing gradients requires differentiating the rendering operator $\mathcal{R}(\cdot)$ with respect to BRDF parameters. For convex shapes, this operator describes light paths involving a single reflection event; in such cases the rendering operator $\mathcal{R}$ is a simple linear function of the unknown BRDF dictionary parameters, making differentiation trivial. However, for concave shapes, the rendering operator includes contributions from paths with multiple reflection events, due to interreflections. This makes computing both the rendering operator itself and its derivatives considerably more complicated, requiring techniques such as physically-accurate Monte Carlo forward and differentiable rendering, respectively. We provide a brief overview of these techniques, deferring to [22], [23], [24], [25], [66] for details.
Differentiable rendering. Our starting point is to use the so-called path integral formulation of light transport [67], in order to express the rendering operator as the sum of throughput contributions from all valid light paths in the scene. Concretely:

$$
\begin{equation*}
\mathcal{R}\left(\mathbf{l}_{m}, f_{r}\right)=\int_{\overrightarrow{\mathbf{x}} \in \mathbb{P}} f_{p}\left(\overrightarrow{\mathbf{x}} ; f_{r}\right) \mathrm{d} \overrightarrow{\mathbf{x}} \tag{5}
\end{equation*}
$$

where $\overrightarrow{\mathbf{x}}=\mathbf{x}_{0} \rightarrow \mathbf{x}_{1} \rightarrow \ldots \mathbf{x}_{K} \rightarrow \mathbf{x}_{K+1}$ is a piecewiselinear path starting at the illumination $\mathbf{x}_{0}=l_{m}$, ending on the sensor $\mathbf{x}_{K+1}=\mathbf{i}^{\mathbf{1}}$, and passing through $K$ intermediate points on the unknown object, $K \geq 0$, and $\mathbb{P}$ is the space of all such paths. The path throughput $f_{p}$ describes how radiance is reflected at the intermediate points, and can be written in product form as

$$
\begin{equation*}
f_{p}\left(\overrightarrow{\mathbf{x}} ; f_{r}\right)=G\left(\mathbf{x}_{0}, \mathbf{x}_{1}\right) \prod_{k=1}^{K-1} G\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right) f_{r}\left(\widehat{\mathbf{x}_{k} \mathbf{x}_{k-1}}, \widehat{\mathbf{x}_{k} \mathbf{x}_{k+1}}\right) \tag{6}
\end{equation*}
$$

where $\widehat{\mathbf{x}_{k} \mathbf{x}_{k+1}}$ denotes the unit vector in the direction $\mathbf{x}_{k+1}-\mathbf{x}_{k}$. The geometric term $G\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right)$ accounts for visibility, foreshorterning, and light fall-off effects,

$$
\begin{equation*}
\frac{\left\langle\mathbf{n}_{k} \mathbf{x}_{k} \widehat{\mathbf{x}_{k+1}}\right\rangle\left\langle\mathbf{x}_{k} \widehat{\mathbf{x}_{k-1}}, \mathbf{n}_{k}\right\rangle}{\left\|\mathbf{x}_{k+1}-\mathbf{x}_{k}\right\|^{2}} V\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right) \tag{7}
\end{equation*}
$$

where $\mathbf{n}_{k}$ is the normal of the surface at surface point $\mathbf{x}_{k}$, and $V\left(\mathbf{x}_{k}, \mathbf{x}_{k+1}\right)$ denotes binary visibility between points $\mathbf{x}_{k}$ and $\mathbf{x}_{k+1}$.

By differentiating (5) with respect to a BRDF dictionary weight $\alpha_{n}$, and after a short calculation, we can write:

$$
\begin{equation*}
\frac{\partial \mathcal{R}\left(\mathbf{l}_{m}, f_{r}\right)}{\partial \alpha_{n}}=\int_{\overrightarrow{\mathbf{x}} \in \mathbb{P}} f_{p}\left(\overrightarrow{\mathbf{x}} ; f_{r}\right) S_{p}\left(\overrightarrow{\mathbf{x}} ; f_{r}, \alpha_{n}\right) \mathrm{d} \overrightarrow{\mathbf{x}} \tag{8}
\end{equation*}
$$

where $S_{p}$ is the path score function defined as,

$$
\begin{align*}
S_{p}\left(\overrightarrow{\mathbf{x}} ; f_{r}, \alpha_{n}\right) & =\sum_{k=1}^{K-1} \frac{\partial f_{r}\left(\widehat{\mathbf{x}_{k} \mathbf{x}_{k-1}}, \widehat{\mathbf{x}_{k} \mathbf{x}_{k+1}}\right) / \partial \alpha_{n}}{f_{r}\left(\widehat{\mathbf{x}_{k} \mathbf{x}_{k-1}}, \widehat{\mathbf{x}_{k} \mathbf{x}_{k+1}}\right)}  \tag{9}\\
& =\sum_{k=1}^{K-1} \frac{f_{r}^{n}\left(\widehat{\mathbf{x}_{k} \mathbf{x}_{k-1}}, \widehat{\mathbf{x}_{k} \mathbf{x}_{k+1}}\right)}{f_{r}\left(\widehat{\mathbf{x}_{k} \mathbf{x}_{k-1}}, \widehat{\left.\mathbf{x}_{k} \mathbf{x}_{k+1}\right)}\right.} \tag{10}
\end{align*}
$$

and in Eq. (10) we used the dictionary parameterization of Eq. (3).

Given the expressions of Eq. (5) and Eq. (8), Monte Carlo forward and differentiable rendering approximates the rendering operator and its derivative, respectively, by first sampling $P$ paths from a distribution $q(\overrightarrow{\mathbf{x}})$, and then forming the estimators:

$$
\begin{align*}
\mathcal{R}\left(\mathbf{l}_{m}, f_{r}\right) & \approx \frac{1}{P} \sum_{p=1}^{P} \frac{f_{p}\left(\overrightarrow{\mathbf{x}}_{p}\right)}{q\left(\overrightarrow{\mathbf{x}}_{p}\right)}  \tag{11}\\
\frac{\partial \mathcal{R}\left(\mathbf{l}_{m}, f_{r}\right)}{\partial \alpha_{n}} & \approx \frac{1}{P} \sum_{p=1}^{P} \frac{f_{p}\left(\overrightarrow{\mathbf{x}}_{p}\right) S_{p}\left(\overrightarrow{\mathbf{x}}_{p} ; f_{r}, \alpha_{n}\right)}{q\left(\overrightarrow{\mathbf{x}}_{p}\right)} \tag{12}
\end{align*}
$$

To reduce the variance of these estimators, $q(\overrightarrow{\mathbf{x}})$ should be a good approximation of the integrands. In our implementation, we use bidirectional path tracing [68] to sample paths, that we use to form both estimates. We use Mitsuba [69] for rendering, which we have modified to implement the above differentiable rendering procedure. We will make our implementation publicly available upon acceptance of the paper.
Optimization procedure. Given access to stochastic estimates of the derivative of the rendering operator, and therefore the loss function of Eq. (4), we can optimize for the unknown mixing weights $\alpha$ using gradient-based optimization algorithms. We use the exponentiated gradient algorithm [70], [71], modified to use Adam-style updates for scheduling the learning rate and incorporating momentum [72]. The use of the exponentiated gradient descent algorithm guarantees that the resulting mixing weights will satisfy the constraints of the optimization problem of Eq. (4) (nonnegativity and a sum equal to one). To initialize the gradient descent procedure, we use an initial estimate of the mixing weights $\alpha$, produced by assuming that the input images only contain single-bounce paths. Under this assumption, the optimization problem of Eq. (3) reduces to a linear leastsquares problem that can be solved analytically (see Sec. 5 and Eq. (13)).

## 5 THE BENEFIT OF INTERREFLECTIONS

We now have available to us all the tools we need to demonstrate the benefits of using interreflections for BRDF estimation. To this end, we will be comparing the results of the optimization problem of Eq. (3), for measurements captured from convex and concave versions of the same shape. In the convex case, where all light paths have just one reflection event, this problem can be solved analyticallyone can first render images of the object under each of the BRDFs in the dictionary, then recover the mixing weights $\alpha$ by solving a linear least-squares problem:

$$
\begin{equation*}
\min _{\alpha: \alpha_{n} \geq 0,\|\alpha\|=1} \sum_{m=1}^{M}\left\|I_{m}-\sum_{n=1}^{N} \alpha_{n} \mathcal{R}\left(\mathbf{l}_{m}, f_{r}{ }^{n}\right)\right\|^{2} \tag{13}
\end{equation*}
$$

By contrast, in the concave case, because of the presence of multi-bounce paths, solving this optimization requires performing the computationally expensive gradient descent procedure we discussed in the previous section.

The computational tractability of the convex case comes at the cost of reduced information about the unknown BRDF: For fixed viewing and illumination directions, the number of unique constraints on the BRDF provided by one image is equal to number of unique visible normals on the shape for a general BRDF, and a subset of those for an isotropic BRDF. By contrast, in the concave case, each reflection event in each of the multi-bounce paths in integral Eq. (5) provides information about a different point sample of the underlying BRDF, resulting in a significantly larger number of contraints that can be used for inference.
Simple demonstration. To demonstrate the above described trade-off between computational complexity and amount of information, we first show experiments on a simple tetrahedron shape, comprising three planar facets (see Fig. 2). Under a single directional illumination and orthographic camera, the convex shape provides us with only three constraints on the underlying BRDF, one for each facet. If the number of unknown parameters we need to determine in the optimization problem Eq. (3) is greater than three (i.e., the dictionary has $N>3$ elements), then the optimization problem is ill-posed. This is shown in Fig. 3, where we see that a single measurements of the convex shape can be used to successfully recover a BRDF described by a three-element dictionary, but does not provide sufficient information to recover higher-dimensional BRDFs. By contrast, in the concave case, the multi-bounce paths contributing to the single image measurement provide a much larger number of BRDF constraints. As shown in the figure, these are sufficient to recover even a 40 -dimensional BRDF, with estimation error remaining essentially constant for varying dictionary sizes.
Quantitative evaluation. To more systematically evaluate the utility of interreflections for BRDF recovery, we consider convex and concave versions of a sphere. We select this shape because its convex version is commonly used for reflectometry, and already provides a much richer set of constraints on the unknown BRDF. Throughout the rest of this section, we also show results for an additional shape of our design. We defer discussion of this shape to Sec. 6.

We perform reconstruction experiments using BRDFs from the MERL database [10], assuming only one input measurement image. In Figs. 6 and 7, we compare renderings produced for a novel shape and environment map using the BRDFs recovered from our optimization procedure. In all cases, the BRDF recovered from the concave shape matches the appearance of the groundtruth more closely than the one recovered from the convex shape. We note that, even under perfect measurements, the fit will be imperfect, because most BRDFs in the MERL dataset are outside the span of the dictionary we are using. To demonstrate this, we include a reference image rendered with the BRDF produced by directly projecting the target BRDF on the dictionary space. To visualize the groundtruth and reconstructed BRDFs, in Fig. 8 we compare their projections to the 2D bivariate space discussed in Sec. 3.1.

We also consider how different shapes perform as the number of available measurements increases. In Fig. 4,


Fig. 2. Input images produced from the five shapes we evaluate, rendered under two different directional illuminations.


Fig. 3. Simple demonstration of the information available about the BRDF when imaging convex and concave versions of a simple tetrahedron shape. We capture one image of each shape, and use it to solve the optimization problem of Eq. (3), for BRDFs represented by dictionaries of different sizes.
we plot the numerical mean squared BRDF reconstruction error averaged across four different environment maps (all different from the input illumination conditions) and across multiple BRDFs. In Fig. 9, we show corresponding visual comparisons. In both figures, we observe that the concave shape can provide reasonable reconstruction from even just one input image, whereas the convex shape only reaches comparable performance at higher numbers of images. We note that we did not process concave shapes with more than 4 input images, as we noticed the result does not improve much further, and because of the increased computational complexity of the concave cases.
Visualizing the BRDF constraints. To better understand the BRDF constraints provided by the different shapes, we display in Fig. 10 a histogram of the number of times each entry of the 2 D bivariate BRDF projection is visited when rendering images for each of the target shapes. In the case of the convex tetrahedron, only three entries of the BRDF


Fig. 4. Reconstruction errors evaluated by rendering multiple BRDFs from the MERL database under multiple environment maps. As a reference point stating the inherent limits of the dictionary representation, we plot the error of the best projection of the MERL BRDFs on the dictionary. Note that when many input illuminations are provided the convex shapes achieve optimal reconstruction. However, our designed concave shape achieves almost the same result with one input image.
table are non-zero as expected, explaining the results of Fig. 3. Even with a convex sphere, only one column of the table is non-zero. This is because the definition of the difference vector $\mathbf{d}$, and thus $\theta_{d}$, are both invariant to surface normal and only depend on the input and output directions $\omega_{i}, \boldsymbol{\omega}_{o}$. As we use orthographic cameras and directional light sources, only one $\mathbf{d}$ value is explaining the full image. By contrast, when rendering the concave shapes we trace a much larger number of paths and hence visit a larger number of entries from the BRDF table. To better visualize this, we show in Fig. 10 separate histograms for singlebounce paths, as well as both single-bounce and two-bounce paths. Even if we ignore higher-order paths, considering the two-bounce paths already provides a much richer set of constraints, as had previously been reported [41].

## 6 Designing an informative shape for BRDF RECOVERY

The results of the previous section suggest that shapes that include concavities can provide significantly more information about the object's BRDF. This motivates the question: what are optimal shapes for BRDF recovery? Our differentiable rendering framework allows considering more general shapes than previous works that considered this question, which were restricted to convex shapes [73]. In this section, we take some first steps towards devising shapes that facilitate BRDF recovery, focusing on the specific setting of recovery from a single input image.

For this, we start from the histograms in Fig. 10, where we can see that, even with the concave shapes, there are large parts of the bivariate space that are not sampled. We can therefore attempt to design a shape that will maximize this coverage of the bivariate space. Additionally, as paths of low number of bounces carry more energy and are easier to invert, ideally we want to cover most of the space with paths of up to 2 bounces. As a third desideratum, we can emphasize paths where both bounces correspond to specular reflections, as those typically have strong contributions and are very informative about the specular lobe of the BRDF. In specular reflections, $\omega_{i}$ and $\omega_{o}$ are symmetric around the normal, meaning that $\mathbf{h}=\mathbf{n}$ and $\theta_{h}=0$. Therefore, these paths correspond to the top row of the BRDF table. Fig. 10 shows that even the concave bowl does not sample all angles of this row. To simplify the analysis, we assume that we are


Fig. 5. Designing an informative shape for BRDF recovery. (a) Assuming co-axial illumination and sensing $\omega_{\text {in }}=\omega_{\text {out }}=[0,0,1]$, a two-bounce path reflects at the mirror direction only if the normals at the two points it reflects are orthogonal to each other. (b) Using the observation of (a) we design a new shape that produces mirror reflection paths for all angles. We start from a convex sphere on the left. For each point on this sphere, we trace the mirror reflection path, then set the normal $n_{2}$ at the location of the second bounce on the right part of the shape to be orthogonal to the normal $n_{1}$ at the location of the first bounce. Finally, we form the full shape by numerical integration of the normals.
illuminating and imaging with a co-axial configuration, with $\omega_{i}=\omega_{o}=[0,0,1]$. Consider a two-bounce path reflecting at two planar facets with normals $\mathbf{n}_{1}, \mathbf{n}_{2}$, as illustrated in Fig. 5(a). Under our illumination and imaging conditions, in order for both reflections to be specular, it is easy to prove that the two facets must be orthogonal to each other, that is, $\left\langle\mathbf{n}_{1}, \mathbf{n}_{2}\right\rangle=0$.

We can use this intuition to construct a curved surface that satisfies this property everywhere. The construction is shown in Fig. 5(b): The surface is composed of a convex part on the left, which we select to be a sphere, and a concave part on the right whose normals are selected to match the above orthogonality constraint. By integrating the normals, we can numerically compute the shape of the concave part,
as shown in Fig. 5(b). The full 3D shape can be produced by extrudring or revolving the derived composite 2D profile.

In the last column of Fig. 10, we see that using this new shape indeed allows us to sample all $\theta_{d}$ values of the top row. In the reconstruction results of Fig. 4 and Figs. 69, we also observe that this shape provides more accurate estimations of the target BRDF, even from only one input image. Visually, the main improvements come in the form of better reproduction of the BRDF's diffuse color, and better matching of the highlights at the rim of the sphere, which are due to grazing angle reflections.

## 7 DISCUSSION

We have shown how differentiable rendering can be used for reflectometry from concave shapes producing multiple interreflections. Such shapes have previously been avoid for reflectometry, because of the difficulty in inverting the interreflections to infer BRDF values. We have demonstrated that, at the cost of increased computation, the use of concave shapes can help produce high-fidelity BRDF estimates from much fewer image measurements than what is required when using convex shapes, due to the rich set of constraints provided on the BRDF when considering the higher-order interreflection paths. We have also taken first steps towards designing shapes that maximize the number of constraints on the BRDF available in the captured images.

We expect that our differentiable rendering framework will motivate follow-up research on reflectometry from interreflections. One promising direction for exploration is the design of shapes that, by combining convex and concave parts, facilitate reflectometry. The results of Sec. 6 take a first step in this direction, by highlighting one useful property that a shape well-suited for reflectometry should have: it should provide coverage of all angles in the bivariate BRDF representation. Designing shapes for reflectometry will require devising optimality criteria that take into account not just this property, but also fabrication and applicationspecific constraints. Finally, we hope that our findings will encourage the exploration and development of diverse realworld reflectometry systems that utilize interreflections for the efficient and accurate collection of reflectance data.
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