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Abstract

A number of cameras have been introduced that sweep
the focal plane using mechanical motion. However, me-
chanical motion makes video capture impractical and is un-
suitable for long focal length cameras. In this paper, we
present a focal sweep telephoto camera that uses a variable
focus lens to sweep the focal plane. Our camera requires
no mechanical motion and is capable of sweeping the fo-
cal plane periodically at high speeds. We use our prototype
camera to capture EDOF videos at 20fps, and demonstrate
space-time refocusing for scenes with a wide depth range.
In addition, we capture periodic focal stacks, and show how
they can be used for several interesting applications such
as video refocusing and trajectory estimation of moving ob-
jects.

1. Introduction
The depth of field (DOF) of an imaging system is the

range of depths over which scene points appear sharp in
an image. In many applications, such as microscopy and
surveillance, it is often desirable to have a very large DOF.
The lens of any imaging system, however, limits its DOF.
One can increase the DOF by reducing the size of the aper-
ture, however, at the expense of reducing the signal-to-noise
ratio (SNR) of captured images. Focal Sweep has been pro-
posed as a technique to extend the DOF of an imaging sys-
tem while maintaining high SNR [8, 11, 15, 24, 22].

Focal sweep using mechanical motion was originally
proposed by Hausler [8] to extend the DOF of microscopes
(i.e. scenes with depth ranges on the order of 10’s to 100’s
of µm). More recently, the idea has been extended for larger
depth ranges that are encountered in conventional photog-
raphy (e.g. scenes with depth ranges on the order of 10’s
to 100’s of cm) [11]. Telephoto imaging (e.g., scenes with
depth range on the order of 10’s to 100’s of meters) is an
area where focal sweep could be particularly useful because
telephoto lenses typically have a narrow DOF. Large sensor
travel, however, poses serious practical issues. More funda-
mentally, mechanical motion makes video capture imprac-
tical. We discuss these issues in Section 3. In this work, we
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Figure 1. Focal sweep with a moving sensor versus a de-
formable lens. (a) and (b) show two implementations of a tele-
photo focal sweep system using a 800mm lens. (a) shows an
implementation with a moving sensor. Note the complexity and
the size of the mechanism required to translate the sensor at high
speed. The long sensor travel poses significant engineering chal-
lenges, such as susceptibility to vibration. (b) shows a compact
implementation with a tunable lens. In this paper, we show several
interesting applications enabled by focal sweep with deformable
optics.

seek to overcome these limitations by integrating a variable
focal length lens into an imaging system to demonstrate fo-
cal sweep videography.

For a conventional singlet lens, focal length is fixed at
manufacture time. In contrast, the focal length of a vari-
able focal length lens can be controlled dynamically. There
are two common approaches to implement variable focal
length lenses: the deformable surface approach and the vari-
able index of reflection approach. In the deformable surface
approach, the lens shape is deformed based on the elec-
trowetting effect [23] or a liquid/membrane principle [19].



In the variable index of reflection approach, lens shape is
fixed and the index of refraction is controlled by applying
an electric field [21]. We focus our attention on the lenses
based on the deformable surface approach (which we refer
to as deformable lenses) due to their larger aperture size and
superior dynamic response. While deformable lenses have
just begun to make their way into mass-produced consumer
imaging systems, they have long played a crucial role in
biological vision. For instance, human eyes do not focus
by moving the position of the lens, but by using the ciliary
muscle to adjust lens curvature [12, 9].

The following are the main contributions of this paper.
Telephoto focal sweep camera. We present a telephoto

focal sweep camera built from off-the-shelf parts. We use a
deformable lens to sweep the focal plane (see Figures 1(b)
and 4(b)). A comparable swept-sensor system requires a
high power voice coil actuator and translation stage (see
Figure 1(a)) which introduces significant vibrations when
operating at high frequencies.

Extended DOF video. Previous focal sweep research
was mostly restricted to static scenes. In this project, we
demonstrate a telephoto focal sweep camera which is capa-
ble of capturing EDOF videos at 20fps.

Periodic focal stack. For EDOF videos, we use periodic
focal plane motion and capture an image every half-period.
By simply increasing the frame rate of the camera, we can
capture a periodic focal stack. From a periodic focal stack
we can generate refocusable videos (see Figures 2) and es-
timate the 3D trajectory of moving objects. We believe this
system will be useful for surveillance, security, and enter-
tainment applications.

Space-time refocusing. We demonstrate the use of
the telephoto focal sweep camera for space-time refocus-
ing [26] and show several refocusing examples.

2. Related Work
Single-Shot Extended Depth of Field (EDOF). DOF

can be extended by placing an optical element in the lens
aperture to engineer the camera point spread function (PSF).
An EDOF image is then recovered by deconvolving the
captured image with either a depth-invariant [6, 5, 4] or
depth-dependent [13, 14, 25] blur kernel. The major ad-
vantage of the above techniques is that no moving parts are
required. The disadvantage is that DOF is fixed at the time
of configuring the imaging system and is cumbersome to
change. While the above techniques are suitable for short-
focal length cameras, they are costly to manufacture and
error-prone for large focal length systems due to the large
aperture sizes involved.

Focal sweep cameras [8, 11] also produce depth-
independent blur that can be removed via deconvolution.
Recent works by Liu et al. [15] and Zhao et al. [24] use a
deformable lens to extend DOF. However, the 15fps EDOF

video demonstrated in [15] is from a microscopic static
scene (cactus thorns), in addition, the cameras in both pa-
pers can only be used to image close scenes ( < 100cm
depth) with relatively small depth ranges (< 10cm). In
contrast, our telephoto focal sweep camera can extend DOF
for distant scenes (> 50m) with much larger depth ranges
(> 10m). In addition, we demonstrate how to capture
EDOF videos of dynamic scenes, refocusable photographs
and periodic focal stacks.

Focal Stacks and Refocusing. A focal stack is a se-
quence of images captured with different focus settings.
Several researchers have shown how a light field can be used
to generate refocusable photographs (a focal stack) [10, 17].
Light field capture enables digital refocusing from a single
snapshot, however this comes at the cost of a sacrifice in
spatial resolution.

By sweeping the focal plane, a focal stack can be cap-
tured without sacrificing spatial resolution. Frames within
the stack, however, must be captured sequentially. A focal
stack can be used to extend DOF: an all-in-focus image can
be synthesized by extracting the focused region within each
image of the focal stack and compositing into a single im-
age [1, 7]. Shroff et al. used periodic focal stacks to recover
EDOF videos at 30fps, but their technique relies on depth
estimation and sensor motion, which is impractical for tele-
photo systems. Focal stack capture can cause problems for
dynamic scenes with fast moving objects, however this can
be exploited for the purpose of space-time refocusing, in-
troduced by Zhou et al. [26].

3. Practical Issues with Swept-Sensor Focal
Sweep

A motion-based focal sweep camera sweeps the focal
plane by translating either the sensor, lens, or object along
the optical axis during image capture [8, 11]. Without loss
of generality, we assume sensor motion. We now show that
the required travel distance of the sensor increases signifi-
cantly with focal length.

Given a lens of focal length f and a scene point s at
distance o, the Gaussian thin lens law states that a focused
image of s can be formed at the distance i:

i = 1/(
1

f
− 1

o
), (1)

Let o1 and o2 be the two extents of the depth range and i1
and i2 be their corresponding image distances. To sweep the
focal plane from o1 to o2, the sensor needs to be translated
from i1 to i2. It can be shown using the thin lens law that
the travel distance d of the sensor is:

d = |i2 − i1| = |
f2(o1 − o2)

(o1 − f)(o2 − f)
|, (2)
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Figure 2. Two refocused videos generated from a periodic focal stack. In this example the periodic focal stack includes two people
walking toward the camera at different speeds. (a, b, c) show three frames of a generated video in which the person on the right is kept in
focus. (d, e, f) show three frames of a generated video in which the person on the left is kept in focus. (g) shows the estimated depths of
the focal plane (green line) and the two people (blue and red lines) over time. By selecting the frames captured at the times when the focal
plane coincides with the depth of a person, one can generate a video in which focus follows the person. The colored markers indicate the
locations corresponding to the frames shown above. Periodic focal stacks are discussed in Section 5.2.

When o1, o2 � f , d is proportional to f2. For exam-
ple, to cover the depth range of [60m, 70m], a 12.5mm
focal sweep system [11] needs to translate its sensor by
37.2µm. In comparison, the travel distance of a 800mm
and a 2000mm focal sweep systems would be 1562.3µm
and 10142µm, respectively. This corresponds to an increase
of the travel distance by factors of 4198 and 22763.

Thus far the focal sweep imaging systems reported in
the literature typically use small focal length lenses. It can
be a challenge to translate a sensor by even the moderate
distances reported in [11, 22] at frequencies greater than a
few cycles per second. Kuthirummal et al. demonstrated
an EDOF video at 1.5fps captured with a 12.5mm focal
length lens. They stated that the frame-rate is limited by
the actuator performance. This problem increases quadrati-
cally with focal length. A voice coil actuator can be used to
achieve large amplitude periodic motion (see Figure 1(a)).
However, large amplitude, high frequency motion will in-
duce sensor vibration. If these vibrations cannot be isolated
from the sensor and lens, image quality will suffer. Indeed,
we tried using the voice coil system in Figure 1(a) to cap-
ture EDOF videos, but the captured frames had significant

motion blur. In the following section we show that a de-
formable lens is particularly well suited for implementing
focal sweep at video rates even with a large focal length
lens.

4. Focal Sweep System with Deformable Optics
We first show that a camera with a single deformable lens

can be used for focal sweep. Following this analysis, we
describe our prototype camera which we model as a com-
pound system with two thin lenses. We explain the design
decisions which led us to build this particular prototype. We
conclude this section by describing how to achieve the opti-
mal integrated PSF (IPSF), and use simulations and experi-
ment results to verify our analysis.

4.1. Deformable Lens Focal Sweep Analysis

Figure 3 illustrates a simple focal sweep camera with a
single deformable lens. The sensor is fixed at a distance i
from the lens. Consider a scene point s at distance o from
the lens. A focused image of s is produced at location m on
the sensor when the focal length of the deformable lens is
f . When the focal length of the deformable lens changes to
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Figure 3. Focusing for a deformable lens. (a) and (b) show
rays traced through the same deformable lens with different fo-
cal lengths. (a) A scene point s, at a distance o from the lens, is
imaged in perfect focus at location m on a sensor at a distance i
from the lens. (b) If the focal length of the lens is changed such
that an image in perfect focus is at a distance i′ from the lens, s is
imaged as a blurred circle with diameter b centered around m.

f ′, the image of s will be a blur disk (circle of confusion)
with diameter b given by

b =
a

i
(i− i′), (3)

where i′ = 1/( 1
f ′ − 1

o ). The sign of b indicates whether
a focused image is formed in front of or behind the sensor.
From Equation 3 we know that b can be controlled by vary-
ing the focal length. The distribution of light energy within
the blur circle is referred to as the point spread function
(PSF), which can be parameterized as P (r, o, f(t)) [11],
where r is the radial position on the sensor plane. When
the focal length of the deformable optics is varied during
exposure, the IPSF is determined as

IP (r, o) =

∫ T

0

P (r, o, f(t))dt, (4)

where T is the total exposure time. For a swept-sensor sys-
tem, the motion trajectory of the sensor can be programmed
to achieve the optimal IPSF. The optimal motion trajectory
has been shown to be constant sensor motion [2, 11]. In
a deformable focal sweep system, the time-varying focal
length f(t) determines the shape of IPSF. The key to achiev-
ing the optimal IPSF is to ensure that the blur diameter
varies linearly as a function of time [2]. It is straightforward
to show that when imaging distant objects, the optimal IPSF
for a single deformable lens focal sweep system is achieved
when f(t) is varied linearly as a function of time.

4.2. Prototype Camera

Our prototype is shown in Figures 1(b) and 4(b). It con-
sists of a Canon 800mm, f/5.6 lens, an Optotune EL-10-
30 tunable lens, an Optotune signal generator to control the

d1
o

f1
f2(t)

Sensor

s

d2

i2

b

Deformable Lens Objective

a2

(b)

(a)

Figure 4. Prototype telephoto focal sweep camera. (a) We use
two thin lenses to model the PSF of the telephoto focal sweep cam-
era shown in (b). The parameters in the figure are discussed in
Section 4.2. The prototype camera consists of a Canon 800mm,
f/5.6 lens, an Optotune EL-10-30 tunable lens, and a Point Grey
Flea3 image sensor.

deformable lens, and a Point Grey Flea3 image sensor. The
signal generator is capable of outputting triangular and si-
nusoidal drive signals. The signal amplitude can be adjusted
so that the focal length varies anywhere between 40mm and
120mm and the drive frequency can be adjusted from 0Hz
to 340Hz. However, the amplitude of the frequency re-
sponse falls off as the drive frequency increases. The tun-
able lens is attached to the mounting flange of the Canon
lens and the sensor is mounted to the back of the deformable
lens.

Compound thin lens model. Because we don’t have
access to the Canon lens prescription, we model our imple-
mentation as a system of two thin lenses: one objective, and
one deformable lens. The thin lens model approximates our
system reasonably well because the Canon lens is highly
corrected for geometric aberrations. In practice, we ob-
served that most geometric aberrations are minimal except
a moderate amount of geometric distortion. Note that these
aberrations could be further minimized by placing the de-
formable lens in the pupil plane of the telephoto lens. How-
ever, this solution only works for small focal length imaging
systems [15, 24] since deformable lenses cannot be manu-
factured with large aperture sizes (10mm is the maximal
aperture size at the time of this writing [3]). As a result, we
are required to use a large separation between the principal
plane of the telephoto lens and the deformable lens.

Optimal focal length profile. We now show how to de-
rive the time-varying focal length that optimizes the IPSF
of our system. Figure 4 shows the optical layout used to
model our system. The system consists of an objective of
fixed focal length f1, a deformable lens with time-varying
focal length f2(t) and aperture diameter a2. The distance
between the objective and the deformable lens is d1. The
distance between the sensor and the deformable lens is d2.

4



(b) Optimal IPSF (c) Triangle IPSF
20 40 60 80

0

0.01

0.02

0.03

 

 
65(m)
68(m)
70(m)
72(m)
75(m)

20 40 60 80
0

0.01

0.02

0.03

 

 
65(m)
68(m)
70(m)
72(m)
75(m)

(a) Optimal and Triangle Profiles 

10 20 30 40 50 60

80

100

120

Fo
ca

l L
en

gt
h 

(m
m

)

Time (ms)

 

 Optimal
Triangle

1st Focal Sweep 2nd 3rd 4th

Figure 5. Focal length profiles and resulting IPSFs. (a) The es-
timated optimal focal length profile (blue) versus the triangular
approximation (red) for the prototype camera used to capture the
results shown in Figures 6 and 7. (b) The IPSF produced by the
optimal profile for different depths. Note the IPSF is almost com-
pletely depth-invariant. (c) The IPSF produced by the triangular
profile. Note that the triangular IPSF is almost identical to the
optimal one in (b). A triangular profile was used for most of the
experiments in this paper.

The diameter of the blur disk b is:

b =
a2
d2

(d2 − i2(t)), (5)

where

i2(t) =
f2(t)d− f2(t)of1/(o− f1)
d− f2(t)− of1/(o− f1)

, (6)

is the separation between the deformable lens and the plane
of focus [9]. Again, b can be controlled by f2(t). To ensure
that the blur diameter varies linearly as a function of time,
we take the time derivative of Equation 5 and set it equal
to a constant value γ, which in turn can be determined by
the desired depth range and exposure time. The result is a
non-linear differential equation in f2(t) with solution:

f2(t) =
αβt+ ακ− 1

βt+ κ
, (7)

where α = d1 − of1
o−f1 , β = γ

α2 , κ = 1
α−f2(0) . Note that

f2(t) is independent of depth o when imaging objects at
distances much larger than the objective focal length (i.e.
o� f1). The time-varying focal length f2(t) can be highly
nonlinear, depending on the focal sweep range. However,

(a) Focus fixed on foreground

(b) Focus fixed on background

(c) Focal sweep image after deblurring

Figure 6. Comparison between two fixed focus images and a fo-
cal sweep image. The left and right resolution charts are placed at
distances of 65m and 75m away from the camera, respectively. (a)
An image captured with focus fixed on the left resolution chart. (b)
An image captured with focus fixed on the right resolution chart.
(c) A focal sweep image after deblurring. For the fixed focus im-
ages, the DOF is so narrow that one of the two charts is blurred
beyond recognition. The insets at the lower right show that details
from both resolution charts are preserved in the EDOF image

for a smaller focal sweep range, the curve can be well ap-
proximated by a straight line. Figure 5 shows the optimal
time varying focal length to drive the deformable lens for
f1 = 800mm, d1 = 790.68mm, and d2 = 15.26mm,
corresponding to the estimated parameters of the prototype
camera used to capture the results shown in Figures 6 and
7. Note that the optimal curve closely approximates a tri-
angular signal. Figure 5 shows that the optimal IPSF and
triangular IPSF are nearly identical.

Verification. To verify that our system can be used to
extend depth of field, we captured images of a scene con-
sisting of two resolution charts placed at a distance of 65m
and 75m. We used the focal sweep system from Figure 4(b)
to capture images. Figure 6 shows the results. The top two
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Figure 7. Comparison between a fixed focus video and a focal sweep video. The person in the scene walked from 75m to 65m away
from the camera. (a, b, c, d) show four frames of the focal sweep video (after deblurring). (e, f, g, h) show four frames of the video with
focus fixed at 70m. The numbers in the upper right corner of the frames indicate the distances of the person.

images show the images captured with a fixed focus. The
DOF is so narrow that the details from only one resolution
chart are visible at a time. The bottom figure shows the
results when sweeping focus from 65m to 75m during ex-
posure. The captured image was deblurred using Weiner
deconvolution and the IPSF was estimated using the sys-
tem parameters. The insets on the lower right show that
details from both resolution charts are indeed preserved in
the EDOF image.

5. Applications
5.1. Extended Depth of Field Video

We used the prototype focal sweep camera to capture two
videos of a person walking from 75m to 65m away from the
camera. For the first video, the focus was swept periodically
from 65m to 75m. For the second video, the focus was fixed
at a distance of 70m away from the camera. Both videos
were captured at 20fps with 50ms exposure time for each
frame.

In principle, it is not necessary to synchronize the sen-
sor and deformable lens as long as the deformable lens is
actuated at frequencies that are a multiple of half the frame-
rate. This will ensure that each video frame will integrate
over an entire focal sweep range. In practice we found that
performance was good for any sweep frequency resulting in
multiple focus sweeps per exposure. We found that 30Hz
gave the best performance. We estimated the IPSF using
the system parameters and deblurred captured video frames
using Weiner deconvolution.

Figure 7 shows the comparison between a video captured
with a fixed focus setting and a focal sweep video. The top
and bottom rows show performance with and without focal
sweep, respectively. Without focal sweep the face is blurred
significantly at distances away from the focal plane. With
focal sweep, the face is well-focused over the entire depth
range. Video results described in this section can be seen
at [20]. Our results exhibit some image artifacts, possibly
caused by lens aberrations, synchronization issues, and PSF
estimation error.

5.2. Periodic Focal Stacks

A periodic focal stack is a sequence of images captured
while a camera sweeps the focal plane periodically. When
the frequency is high enough, each focal stack is captured
almost instantaneously. As a result, a periodic focal stack is
a richer representation of a scene than a traditional video.

We captured a scene of two people walking at different
speeds towards the camera over a depth range from 10m
to 27m, with a system similar to the one described in Sec-
tion 4.2 (the 800mm lens is replaced by a 200mm,F/2.8
lens for a wider field of view). To have a sufficient number
of frames (≈ 14) per focal stack, the focal plane sweeping
frequency (≈ 4.3Hz) was limited by the maximal camera
frame rate (120fps). In the following we describe two pe-
riodic focal sweep applications from our experiment: depth
tracking of moving people and refocusable videos.

Depth tracking of moving people. Depth tracking con-
sists of three steps. We first use the focus measure of a sta-
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(a) Focus on foreground (b) Focus on middle (c) Focus on background (d) Index Map

Figure 8. An example of space-time refocusing. (a, b, c) show three different refocusing results. The scene distance is roughly from
200m to 280m. The DOF is very narrow, but everything in the scene comes into focus in at least one frame. As the scene is refocused,
objects move from frame to frame. (d) shows the index-map [26] used to facilitate refocusing.

tionary object to partition the captured periodic focal stack
into a sequence of focal stacks. This is necessary because
our system lacks synchronization between camera and de-
formable lens.

Next, we run the Omron face detector [18] to detect all
faces within each frame of the periodic focal stack, and then
estimate the frames of best focus. Two focus measures were
evaluated: the face detection confidence value and the stan-
dard deviation of pixels within the face bounding box. For
both measures, a focus value can not be assigned if the de-
tector misses a face. In addition, the detector (and there-
fore both focus measures) is highly sensitive to changes in
pose and expression. For our experiments, we found the
first measure gave the best results.

Finally, the estimated best-focus frames allow us to track
the depth of a person of interest. The precision is limited by
synchronization, face detection, and focus measure perfor-
mance. Figure2(g) shows the estimated depths over time of
the focal plane and the two walking people. A moving av-
erage filter was applied to smooth high frequency noise in
the depth estimates.

Refocusable videos. By sub-sampling a periodic focal
stack, one can refocus a video after the video is captured.
Figure 2 shows frames from two videos with the focus fol-
lowing each person in the captured scene. Refocused videos
were generated by selecting the frames captured at the times
when the focal plane coincides with the depth of the person
of interest. Some flickering in the refocused videos resulted
due to tracking algorithm errors and a lack of synchroniza-
tion between the deformable lens and the sensor.

Despite our relatively simple tracking algorithm, our re-
sults [20] demonstrate the potential of periodic focal stacks.
We believe that periodic focal stacks could have potential
applications in surveillance, security, and entertainment.
The development of an imaging system with precise syn-
chronization and more sophisticated tracking algorithms are
interesting directions for future work.

5.3. Space-Time Refocusing

In Section 5.2, we showed how periodic focal stacks can
be used to create refocused videos. Here we explore the in-
formation given in a single focal stack. The fact that a focal
stack is not captured instantaneously can be taken advantage
of to create a unique user experience for exploring a short
duration of time [26]. Figure 8 shows one of several space-
time refocusing examples captured using the focal sweep
system described in Section 4.2. In this example, the scene
depth ranges from 200m to 280m and 50 frames are cap-
tured with a frame rate of 120fps. After capturing the focal
stack, we correct for changes in magnification and perform
digital frame stabilization using SIFT [16]. The DOF of the
telephoto lens is very narrow, but everything in the scene
comes into focus in at least one frame of the focal stack
(see Figures 8(a-c)). Figure 8 (d) shows the index map that
is used to facilitate refocusing. The procedure for estimat-
ing the index map was the same as proposed in [26]. As
in [26], we provide an interface that allows users to inter-
actively refocus and explore the structure and dynamics of
a scene over a short time duration. Space-time refocusing
results can be viewed at [20].

6. Conclusion

In this paper, we have shown how deformable optics
can open the door for focal sweep videography. The fast
response time of deformable optics enables periodic focal
sweep at high frequencies. As a result, deformable lenses
are particularly well suited for focal sweep cameras with
large focal lengths, which would require large sensor mo-
tion using the swept-sensor approach. We described a pro-
totype camera that uses off-the-shelf components: we at-
tached a deformable lens to the mounting flange of a com-
mercial lens. An interesting direction for future work is to
design the entire imaging system from scratch.

We have shown three applications of focal sweep using
deformable optics: 1) EDOF video for distant scenes, 2)
telephoto space-time refocusing, and 3) periodic focal stack
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Figure 9. 3D object trajectory estimation. The estimated 3D tra-
jectories of the two people from the periodic focal stack shown in
Figure 2.

capture. We have demonstrated that periodic focal stacks
can be used to create refocusable videos where focus fol-
lows a person or object of interest. In addition, informa-
tion embedded in a periodic focal stack can potentially be
exploited for other applications such as estimating the 3D
trajectories of moving objects within the scene. Figure 9
shows the results of using a simple depth from focus algo-
rithm (described in Section 5.2) to track the two people in
Figure 2. We expect that performance can be further im-
proved by capturing at higher frame rate (to reduce changes
in pose and expression between frames), and developing
more sophisticated tracking algorithms.
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