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ABSTRACT
Finite-precision arithmetic computations face an inherent tradeo�
between accuracy and e�ciency. The points in this tradeo� space
are determined, among other factors, by di�erent data types but
also evaluation orders. To put it simply, the shorter a precision’s
bit-length, the larger the roundo� error will be, but the faster the
program will run. Similarly, the fewer arithmetic operations the
program performs, the faster it will run; however, the e�ect on the
roundo� error is less clear-cut. Manually optimizing the e�ciency
of �nite-precision programs while ensuring that results remain
accurate enough is challenging. The unintuitive and discrete nature
of �nite-precision makes estimation of roundo� errors di�cult;
furthermore the space of possible data types and evaluation orders
is prohibitively large.

We present the �rst fully automated and sound technique and
tool for optimizing the performance of �oating-point and �xed-
point arithmetic kernels. Our technique combines rewriting and
mixed-precision tuning. Rewriting searches through di�erent eval-
uation orders to �nd one which minimizes the roundo� error at no
additional runtime cost. Mixed-precision tuning assigns di�erent
�nite precisions to di�erent variables and operations and thus pro-
vides �ner-grained control than uniform precision. We show that
when these two techniques are designed and applied together, they
can provide higher performance improvements than each alone.
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mixed-precision tuning, �oating-point arithmetic, �xed-point arith-
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1 INTRODUCTION
Finite-precision computations, such as those found in embedded
and scienti�c computing applications, face an inherent tradeo�
between accuracy and e�ciency due to unavoidable roundo� er-
rors whose magnitude depends on several aspects. One of these
is the data type chosen: in general, the larger the data type (e.g.
in terms of bits), the smaller the roundo� errors will be. However,
increasing the bit-length typically leads to decreases in perfor-
mance. Additionally, �nite-precision arithmetic is not associative
or distributive. Thus, an attempt to reduce the running time of
a computation by reducing the number of arithmetic operations
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(e.g. a ∗ b + a ∗ c → a ∗ (b + c)) may lead to a higher and possi-
bly unacceptable roundo� error. Due to the unintuitive nature of
�nite-precision and the subtle interactions between accuracy and
e�ciency, manual optimization is challenging and automated tool
support is needed.

Mixed-precision Tuning. In order to save valuable resources like
time, memory or energy, we would like to choose the smallest data
type which still provides su�cient accuracy. Not all applications
require high precision, but how much precision an application
needs depends highly on context: on the computations performed,
the magnitude of inputs, and the expectations of the environment,
so that no one-size-�ts-all solution exists. Today, the common way
to program is to pick a seemingly safe, but often overprovisioned,
data type — for instance, uniform double �oating-point precision.

Mixed-precision, where di�erent operations are performed in
potentially di�erent precisions, increases the number of points
on the accuracy-e�ciency tradeo� space and thus increases the
possibility for more resource savings. With uniform precision, if
one precision is just barely not enough, we are forced to upgrade
all operations to the next higher precision. This can increase the
running time of the program substantially. Therefore, it would be
highly desirable to upgrade only part of the operations; just enough
to meet the accuracy target, while increasing the execution time by
the minimum.

One of the challenges in choosing a �nite precision – uniform
or mixed – is ensuring that the roundo� errors remain below an
application-dependent acceptable bound. Recent work has provided
automated techniques and tools which help the programmer choose
between di�erent uniform precisions by computing sound worst-
case numerical error bounds [12, 19, 28, 43].

However, selecting a suitable mixed precision is signi�cantly
more di�cult than choosing a uniform precision. The number of
di�erent type assignments to variables and operations is too large
to explore exhaustively. Furthermore, neither roundo� errors nor
the performance of mixed-precision programs follow intuitive rules,
making manual tuning very challenging. For instance, changing
one particular operation to lower precision may produce a smaller
roundo� error than changing two (other) operations. Furthermore,
mixed-precision introduces cast operations, which may increase
the running time, even though the accuracy decreases.

In high-performance computing (HPC), mixed-precision tun-
ing [25, 40] approaches use dynamic techniques to estimate round-
o� errors, and thus do not provide accuracy guarantees. This makes
them unsuitable, for instance, for many safety-critical embedded
applications. The FPTuner tool [9] is able to soundly tune mixed-
precision for straight-line programs, but it requires user guidance
for choosing which mixed-precision variants are more e�cient and
is thus not fully automated. Furthermore, its tuning time can be
prohibitively large.
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Rewriting. Another possibility to improve the e�ciency of �nite-
precision arithmetic is to reduce the number of operations that
need to be carried out. This can be achieved without changing the
real-valued semantics of the program by rewriting the computation
using laws like distributivity and associativity. Unfortunately, these
laws do not hold for �nite-precision computations: changing the
order of a computation changes the magnitude of roundo� errors
committed, but in unintuitive ways. Previous work has focused
on automated techniques for �nding a rewriting (i.e. re-ordering
of computations) such that roundo� errors are minimized [14, 33].
However, optimizing for accuracy may increase the number of
arithmetic operations and thus the execution time.

Combining Mixed-Precision Tuning and Rewriting. We propose
to combine mixed-precision tuning with rewriting in a fully auto-
mated technique for performance optimization of �nite-precision
arithmetic computations. Our approach is sound in that generated
programs are guaranteed to satisfy user-speci�ed roundo� error
bounds, while our performance improvements are best e�ort (due
to the complexity and limited predictability of today’s hardware).
Our rewriting procedure takes into account both accuracy and the
number of arithmetic operations. It can reduce the running time of
programs directly, but more importantly, by improving the accuracy,
it allows for more aggressive mixed-precision tuning. To the best
of our knowledge, this is the �rst combination of mixed-precision
tuning and rewriting for performance optimization.

We combine a search algorithm which was successfully applied
in HPC mixed-precision tuning [40] with a sound static roundo�
error analysis [12] and a static performance cost function to obtain
a mixed-precision tuning technique which is both sound and fully
automated as well as e�cient. We furthermore modify a rewrit-
ing optimization algorithm based on genetic programming [14] to
consider both accuracy and performance.

While most of the building blocks of our approach have been
presented before, their e�ective combination requires careful adap-
tation and coordination, as our many less-successful experiments
have shown. Just as a manual optimization is challenging due to the
subtle interactions of �nite-precision accuracy and performance,
so is the design of an automated technique.

We focus on arithmetic kernels, and do not consider conditionals
and loops. Our technique (as well as FPTuner’s) can be extended
to conditionals by considering individual paths separately as well
as to loops by optimizing the loop body only and thus reducing
both to straight-line code. The challenge currently lies in the sound
roundo� error estimation, which is known to be hard and expensive
for conditionals and loops [13, 20], and is largely orthogonal to the
focus of this paper.

Our technique is applicable and implemented in a tool called An-
ton for both �oating-point as well as �xed-point arithmetic. While
�oating-point support is standardized, �xed-point arithmetic is
most e�ective in combination with specialized hardware. We focus
in this paper on the algorithmic aspects of optimizing arithmetic
kernels and leave a thorough investigation of specialized hardware
implementations for future work.

For �oating-point arithmetic, we evaluate Anton on standard
benchmarks from embedded systems and scienti�c computing. We
observe that rewriting alone improves performance by up to 17%

and for some benchmarks even more by reducing roundo� errors
su�ciently to enable uniform double precision where the origi-
nal benchmark requires (uniform) quad precision. Mixed-precision
tuning improves performance by up to 45% when compared to
the uniform precision version which would be needed to satisfy
the required accuracy. In combination with rewriting, Anton im-
proves performance by up to 54% (93% for those cases where rewrit-
ing enables uniform double precision), and we also observe that
it improves performance for more benchmarks than when using
mixed-precision tuning or rewriting alone.

We focus on performance, although our algorithm is independent
of the optimization objective such that - with the corresponding
cost function - memory or energy optimization is equally possible.

Contributions. To summarize, in this paper we present:

• An optimization procedure based on rewriting, which takes
into account both accuracy and performance.

• A sound, fully automated and e�cient mixed-precision
tuning technique.

• A carefully designed combination of rewriting and mixed-
precision tuning, which provides more signi�cant perfor-
mance improvements that each of them alone.

• An implementation in a tool called Anton, which generates
optimized source programs in Scala and in C and which
supports both �oating-point as well as �xed-point arith-
metic. We plan to release Anton as open source.

• We show the e�ectivness of our tool on a set of arithmetic
kernels from embedded systems and scienti�c computing
and compare it against the state-of-the-art.

2 OVERVIEW
We �rst provide a high-level overview and explain the key ideas
of our approach using an example. Inspired by the tool Rosa [12],
the input to our tool Anton is a program written in a real-valued
speci�cation language. (Nothing in our technique depends on this
particular frontend though.) Each program consists of a number of
functions which are optimized separately. The following nonlinear
embedded controller [14] is one such example function:

def rigidBody1(x1: Real, x2: Real, x3: Real): Real = {

require(-15.0 <= x1 && x1 <= 15 && -15.0 <= x2 &&

x2 <= 15.0 && -15.0 <= x3 && x3 <= 15)

-x1*x2 - 2*x2*x3 - x1 - x3

} ensuring(res => res +/- 1.75e-13)

In the function’s precondition (the require clause) the user pro-
vides the ranges of all input variables, on which the magnitudes
of roundo� errors depend. The postcondition (the ensuring clause)
speci�es the required accuracy of the result in terms of worst-case
absolute roundo� error. For our controller, this information may be,
e.g., determined from the speci�cation of the system’s sensors as
well as the analysis of the controller’s stability [29]. The function
body consists of an arithmetic expression (with +,−, ∗, /,√) with
possibly local variable declarations.

As output, Anton generates a mixed-precision source-language
program, including all type casts, which is guaranteed to satisfy
the given error bound and is expected to be the most e�cient one
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among the possible candidates. Anton currently supports �xed-
point arithmetic with bitlengths of 16 or 32 bits or IEEE754 single
(32 bit) and double (64 bit) �oating-point precision as well as quad
precision (128 bit). The latter can be implemented on top of regular
double-precision �oating-points [2]. Anton can be easily extended
to support other �xed- or �oating-point precisions; here we have
merely chosen a representative subset.

Our approach decouples rewriting from the mixed-precision tun-
ing. To �nd the optimal program, i.e. the most e�cient one given
the error constraint, we would need to optimize both the evaluation
order as well as mixed-precision simultaneously: i) the evalua-
tion order determines which mixed-precision type assignments to
variables and operations are feasible, and ii) the mixed-precision
assignment in�uences which evaluation order is optimal. Unfor-
tunately, this would require an exhaustive search [14], which is
computationally infeasible. We thus choose to separate rewriting
from mixed-precision tuning and further choose (di�erent) e�cient
search techniques for each.

Step 1: Rewriting. Anton �rst rewrites the input expression into
one which is equivalent under a real-valued semantics, but one
which has a smaller roundo� error when implemented in �nite-
precision and which does not increase the number of arithmetic
operations. Rewriting can increase the opportunities for mixed-
precision tuning, because a smaller roundo� error may allow more
lower-precision operations. The second objective makes sure that
we do not accidentally increase the execution time of the program
by performing more arithmetic operations and even lets us improve
the performance of the expression directly.

Anton’s rewriting uses a genetic algorithm to search the vast
space of possible evaluation orders e�ciently. At every iteration,
the algorithm applies real-valued identities, such as associativity
and distributivity, to explore di�erent evaluation orders. The search
is guided by a �tness function which bounds the roundo� errors for
a candidate expression - the smaller the error, the better. This error
computation is done wrt. uniform precision, as the mixed-precision
type assignment will only be determined later. While the precision
can a�ect the result of rewriting, we empirically show that the
e�ect is small (section 4).

This approach is heavily inspired by the algorithm presented
in Darulova et al. [14] which optimized for accuracy only. We have
made important adaptations, however, to make it work in practice
for optimizing for performance as well as to work well with mixed-
precision tuning.

For our running example, the rewriting phase produces the fol-
lowing expression, which improves accuracy by 30.39% and does
not change the number of operations:

(-(x1 * x2) - (x1 + x3)) - ((2.0 * x2) * x3)

To give an intuition why this seemingly small change makes such a
di�erence, note that the magnitude of roundo� errors depends on
the possible ranges of intermediate variables. Even small changes
in the evaluation order can have large e�ects on these ranges and
consequently also on the roundo� errors.

Step 2: Code Transformation. To facilitate mixed-precision tuning,
Anton performs two code transformations: constants are assigned

to fresh variables and the remaining code is converted into three-
address form. By this, every constant and arithmetic operation
corresponds to exactly one variable, whose precision will be tuned
during phase 4. If not all arithmetic operations should be tuned, i.e.
a more coarse grained mixed-precision is desired, then this step
can be skipped.

Step 3: Range Analysis. The evaluation order now being �xed,
Anton computes the real-valued ranges of all intermediate subex-
pressions and caches the results. Ranges are needed for bounding
roundo� errors during the subsequent mixed-precision tuning, but
because the real-valued ranges are not a�ected by di�erent preci-
sions, Anton computes them only once for e�ciency.

Step 4: Mixed-precision Tuning. To e�ectively search the space
of possible mixed-precision type assignments, we choose a varia-
tion of the delta-debugging algorithm used by Precimonious [40],
which prunes the search space in an e�ective way. It starts with all
variables in the highest available precision and attempts to lower
variables in a systematic way until it �nds that no further lowering
is possible while still satisfying the given error bound. We have
also tried to apply a genetic algorithm for mixed-precision tuning,
but observed that it was quite clearly not a good �t (we omit the
experimental results for space reasons).

Unlike Precimonious, which evaluates the accuracy and perfor-
mance of di�erent mixed-precisions dynamically, Anton uses a
static sound error analysis as well as a static (but heuristic) per-
formance cost function to guide the search. The performance cost
function assigns (potentially di�erent) abstract costs to each arith-
metic as well as cast operation. Using static error and cost functions
reduces the tuning time signi�cantly, and further allows tuning to
be run on di�erent hardware than the �nal generated code.

For our running example, Anton determines that uniform double
�oating-point precision is not su�cient and generates a tuned
program which runs 43% faster than the quad uniform precision
version, which is the next available uniform precision in the absence
of mixed-precision:

def rigidBody1(x1: Quad, x2: Quad, x3: Double): Double = {

(−d (x1 ∗q x2) −d (x1 +q x3)) −d ((x2 ∗q 2.0f) ∗d x3)

}

For readability, we have inlined the expression and use the letters ‘d’
and ‘q’ to mean that the operation is performed in double and quad
precision respectively. The entire optimization including rewriting
takes about 4 seconds. Had we used only the mixed-precision tuning
without rewriting, the program would still run 28% faster than quad
precision.

Step 5: Code Generation. Once mixed-precision tuning �nds a
suitable type con�guration, Anton generates the corresponding
�nite-precision program (in Scala or C), inserting all necessary
casts, and in the case of �xed-point arithmetic all necessary bit-
shift operations.

Our entire approach is parametric in the �nite-precision used,
and thus works equally for �xed-point arithmetic. Furthermore, it
is geared towards optimizing the performance of programs under
the (hard) constraint that the given error bound is guaranteed to
be satis�ed. Other optimization criteria like memory and energy
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are also conceivable, and would only require changing the cost
function.

3 BACKGROUND
We �rst review necessary background about �nite-precision arith-
metic and sound roundo� error estimation, which is an important
building block for both rewriting and mixed-precision tuning.

3.1 Floating-point Arithmetic
We assume standard IEEE754 single and double precision �oating-
point arithmetic, in rounding-to-nearest mode and the following
standard abstraction of IEEE754 arithmetic operations:
x ◦f l y = (x ◦ y)(1 + δ ) , |δ | ≤ ϵm where ◦ ∈ +,−, ∗, / and ◦f l
denotes the respective �oating-point version, and ϵm bounds the
maximum relative error (which is 2−24, 2−53 and 2−113 for single,
double and quad precision respectively). Unary minus and square
root follow similarly. We further consider NaNs (not-a-number
special values), in�nities and ranges containing only denormal
�oating-point numbers to be errors and Anton’s error computation
technique detects these automatically. We note that under these
assumptions the abstraction is indeed sound.

3.2 Fixed-point Arithmetic
Floating-point arithmetic requires dedicated support, either in hard-
ware or in software, and depending on the application, this support
may be too costly. An alternative is �xed-point arithmetic which
can be implemented with integers only, but which in return re-
quires that the radix point alignments are precomputed at compile
time. While no standard exists, �xed-point values are usually repre-
sented as (signed) bit vectors with an integer and a fractional part,
separated by an implicit radix point. At runtime, the alignments
are then performed by bit-shift operations. These shift operations
can also be handled by special language extensions for �xed-point
arithmetic [21]. For more details please see [1], whose �xed-point
semantics we follow. We use truncation as the rounding mode for
arithmetic operations. The absolute roundo� error at each oper-
ation is determined by the �xed-point format, i.e. the (implicit)
number of fractional bits available, which in turn can be computed
from the range of possible values at that operation.

3.3 Sound Roundo� Error Estimation
We build upon Rosa’s static error computation [12], which we
review here. Keeping with Rosa’s notation, we denote by f and
x a mathematical real-valued arithmetic expression and variable,
respectively, and by f̃ and x̃ their �oating-point counterparts. The
worst-case absolute error that the error computation approximates
is maxx ∈[a,b] | f (x) − f̃ (x̃)| where [a,b] is the range for x given in
the precondition. The input x may not be representable in �nite-
precision arithmetic, and thus we consider an initial roundo� error:
|x − x̃ | = |x | ∗ δ , δ ≤ ϵm which follows from subsection 3.1. This
de�nition extends to multi-variate f component-wise.

At a high level, error bounds are computed by a data-�ow analy-
sis over the abstract syntax tree, which computes for each interme-
diate arithmetic expression (1) a bound on the real-valued range,
(2) using this range, the propagated errors from subexpressions

and the newly committed worst-case roundo� error. For a more
detailed description, please see [12].

For our rewriting procedure, since intermediate ranges change
with di�erent evaluation orders, we compute both the ranges and
the errors at the same time. For mixed-precision tuning, where
real-valued ranges remain constant, we separate the computations
and only compute ranges once.

Anton currently does not support additional input errors, e.g.
from noisy sensors, but note that an extension is straight-forward.
In fact, a separate treatment of roundo� errors and propagated
input errors may be desirable [13].

We compute absolute errors. An automated and general esti-
mation of relative errors (| f (x) − f̃ (x̃)|/| f (x)|), though it may be
more desirable, presents a signi�cant challenge today. To the best
of our knowledge, state-of-the-art static analyses only compute
relative errors from an absolute error bound, which is then not
more informative. Furthermore, relative error is only de�ned if the
range of the expression in question (i.e. the range of f (x)) does not
include zero, which unfortunately happens very often in practice.

Range Estimation. Clearly, accurately estimating ranges is the
main component in the error bound computation, and is known
to be challenging, especially for nonlinear arithmetic. This chal-
lenge was addressed in previous work on �nite-precision veri�ca-
tion [12, 19, 43]. Interval arithmetic (IA) [31] is an e�cient choice
for range estimation, but one which often introduces large over-
approximations as it does not consider correlations between vari-
ables. A�ne arithmetic [16] tracks linear correlations, and is thus
sometimes better (though not always) in practice. The overapproxi-
mations due to nonlinear arithmetic (∗, /,√) can be mitigated by
re�ning ranges computed by IA with a complete (though expen-
sive) nonlinear arithmetic decision procedure inside the Z3 [17]
SMT solver [12]. Anton’s computation builds on this work and is
parametric in the range arithmetic and currently supports interval
and a�ne arithmetic as well as the combination with SMT.

4 REWRITING OPTIMIZATION
The goal of Anton’s rewriting optimization is to �nd an order of
computation which is equivalent to the original expression under a
real-valued semantics, but which exhibits a smaller roundo� error
in �nite-precision - while not increasing the execution time. We
�rst review previous work that we build upon and then describe
the concrete adaptation in Anton.

4.1 Genetic Search for Rewriting
An exhaustive search of all possible rewritings or evaluation orders
is computationally infeasible. Even for only linear arithmetic, the
problem of �nding an optimal order is NP-hard [14] and does not
allow a divide-and-conquer or gradient-based method such that a
heuristic and incomplete search becomes necessary.

Genetic programming [35] is an evolutionary heuristic search
algorithm which iteratively evolves (i.e. improves) a population of
candidate expressions, guided by a �tness function. The search is
initialized with copies of the initial expression. At every iteration,
expressions are selected from the current population based on their
�tness, and then mutated to form the the next population. For
rewriting, the �tness is the worst-case roundo� error - the smaller
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the better. The selected expressions are randomly mutated using
mathematical real-valued identities, e.g. a + (b + c) → (a + b) + c .
In this fashion, the algorithm explores di�erent rewritings. The key
idea is that the likelyhood of an expression to be selected depends
on its �tness - �tter expressions are more likely to be selected - and
thus the search converges with each iteration towards expressions
with smaller roundo� errors. Furthermore, even less-�t expressions
have a non-zero probability of being selected, thus helping to avoid
local minima.

The output of the procedure is the expression with the least
roundo� error seen during the run of the search. Darulova et al. [14]
used a static analysis as described in subsection 3.3 as the �tness
function, with smaller roundo� error being better. Their approach
was implemented for �xed-point arithmetic only, and the optimiza-
tion goal was to reduce roundo� errors.

4.2 Rewriting in Anton
We instantiate the algorithm described above with a population of
30 expressions, 30 iterations and tournament selection [35] for se-
lecting which expressions to mutate. These are successfull settings
identi�ed in [14]. We do not use the crossover operation, because it
had only limited e�ects. We further extend the rather limited set of
mutation rules in [14] with the more complete one used by the (un-
sound) rewriting optimization tool called Herbie [33] (see section 7).
These rules are still based on mathematical identities. For the static
error function, as described in subsection 3.3, we choose interval
arithmetic for computing ranges and a�ne arithmetic for tracking
errors, which provide a good accuracy-performance tradeo�.

The algorithm described in subsection 4.1 reduces roundo� er-
rors, but may - and as we experimentally observed often does -
increase the number of operations and thus the execution time.
This may negate any advantage reduced roundo� errors bring for
mixed-precision tuning. Furthermore, it is not clear at this point
with respect to which precision to perform the rewriting as a mixed-
precision type assignment is not available.

4.2.1 Optimizing for Performance. We modify the search algo-
rithm to return the expression which does not increase the num-
ber of arithmetic operations beyond the initial count, and which
has the smallest worst-case roundo� error. We do not use a more
sophisticated cost function, as for this the actual �nal type as-
signment would be needed (which only becomes available after
mixed-precision tuning). We have also implemented a variation of
the search which minimizes the number of arithmetic expressions,
while not increasing the roundo� error beyond the error of the ini-
tial expression. However, we found empirically in our experiments
that this produces worse overall results in combination with mixed-
precision tuning, i.e. reducing the roundo� was more bene�cial
than reducing the operation count. For space reasons, we omit this
experimental comparison.

4.2.2 Optimizing with Uniform Precision. The static error analy-
sis, which we use as the �tness function during search has to be
performed wrt. to some mixed or uniform precision, and di�erent
choices may result in the algorithm returning syntactically di�er-
ent rewritten expressions. As the �nal (ideal) mixed-precision type

assignment is not available when Anton performs rewriting, it has
to choose some precision without knowing the �nal assignment.

The main aspect which determines which evaluation order is
better over another are the ranges of intermediate variables - the
larger the ranges, the more already accumulated roundo� errors
will be magni�ed. These intermediate ranges di�er only little be-
tween di�erent precisions, because the roundo� errors are small in
comparison to the real-valued ranges. Thus, we do not expect that
di�erent precision a�ect the result of rewriting very much.

We performed the following experiment to validate this intuition.
We ran rewriting repeatedly on the same expression, but with the
error analysis wrt. uniform single, double and quad �oating-point
precision as well as up to 50 random mixed-precision type assign-
ments. We picked each mixed-precision assignment as the base-
line in turn. We evaluated the roundo� errors of the expressions
returned by the uniform precision rewritings under this mixed-
precision assignment. If rewriting in uniform precision produces an
expression which has the same or a similar error as the expressions
returned with rewriting wrt. mixed-precision, then we consider the
uniform precision to be a good proxy. We counted how often each
of the three uniform precisions was such a good proxy, where we
chose the threshold to be that the errors should be within 10%. For
space reasons, we only summarize the results. Single and double
�oating-point precision were a good proxy in roughly 80% of the
cases, whereas quad precision in 75%. When the mixed-precision
assignments were in �xed-point precision, single, double and quad
uniform precision all achieve 69% accuracy. Performing the rewrit-
ing wrt. �xed-point arithmetic is not more bene�cial either. Finally,
rewriting in uniform precision never increased the errors (when
evaluated in the mixed-precision baseline). We thus (randomly)
choose to perform the rewriting with respect to double �oating-
point precision.

5 SOUND MIXED-PRECISION TUNING
After rewriting, Anton pre-processes expressions as described in
step 2 in section 2 and computes the now-constant ranges of in-
termediate expressions. Since the range computation needs to be
performed only once, we choose the more expensive but also more
accurate range analysis using a combination of interval arithmetic
and SMT [12]. We again �rst review previous work that we build
upon before explaining Anton’s technique in detail.

5.1 Delta-Debugging for Precision Tuning
Delta-debugging has been originally conceived in the context of
software testing for identifying the smallest failing testcase [45].
Rubio-González et al. [40] have adapted this algorithm for mixed-
precision tuning in the tool Precimonious. It takes as input:

• a list of variables to be tuned (τ ) as well as a list of all other
variables with their constant precision assignments (ϕ)

• an error function which bounds the roundo� error of a
given precision assignment

• a cost function approximating the expected performance
• an error bound emax to be satis�ed.

The output is a precision assignment for variables in τ . A partial
sketch of the algorithm is depicted in Figure 1, where the boxes
represent sets of variables in τ . Consider the case where variables
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Figure 1: Sketch of the delta-debugging algorithm

can be in single (32 bit) and double (64 bit) �oating-point precision.
The algorithm starts by assigning all variables in τ to the highest
precision, i.e. to double precision. It uses the error function to check
whether the roundo� error is below emax . If it is not, then an
optimization is futile, because even the largest precision cannot
satisfy the error bound.

If the check succeeds, the algorithm tries to lower all variables
in τ by assigning them to single precision. Again, it computes the
maximum roundo� error. If it is below emax , the search stops as
single precision is su�cient. If the error check does not succeed,
the algorithm splits τ into two equally sized lists τ1 and τ2 and
recurses on each separately. When recursing on τ1, the new list of
variables considered for lowering becomes τ ′ = τ1 and the list of
constant variables becomes ϕ ′ = ϕ + τ2. The case for recursing on
τ2 is symmetric. When a type assignment is found which satis�es
the error bound emax , the recursion stops. Since several valid type
assignments can be found, a cost function is used to select the one
with lowest cost (i.e. best performance.)

The algorithm is generalized to several precisions by �rst run-
ning it with the highest two precisions. In the second iteration, the
variables which have remained in the highest precision become
constant and move to ϕ. The optimization is then performed on the
new τ considering the second and third highest precision.

5.2 Mixed-Precison Tuning in Anton
We have instantiated this algorithm in Anton and describe now our
adaptations which were important to obtain sound mixed-precision
assignments as well as good results.

5.2.1 Static Error Analysis. Precimonious estimates roundo�
errors by dynamically evaluating the program on several random
inputs. This approach is not sound, and also in general ine�cient,
as a large number of program executions is needed for a reasonably
con�dent error bound. Anton uses a sound static roundo� error
analysis, which is an extension of Rosa’s uniform-precision error
analysis from subsection 3.3 to support mixed-precision. This exten-
sion uses a�ne arithmetic for the error computation and considers
roundo� errors incurred due to down-casting operations.

Precimonious can handle any program, including programs with
loops. Our static error function limits which kinds of programs An-
ton can handle to those for which the error bounds can be veri�ed,
but for those it provides accuracy guarantees. We note, however,
that our approach can potentially be extended to loops with tech-
niques from [13], by considering the loop body only.

5.2.2 Tuning All Variables. Unlike Precimonious, which opti-
mizes only the precisions of declared variables, Anton optimizes the

precisions of all variables and intermediate expressions by trans-
forming the program prior to mixed-precision tuning into three-
address form (this transformation can also be skipped, if desired).

The precision of an arithmetic operation is determined by the
precisions of its operands as well as the variable that the result
is assigned to. In general, we follow a standard semantics, where
the operation is performed in the highest operand precision, with
one exception. For example, for the precision assignment {x →
single,y → single, z → double}, and expression val z = x + y,
we choose the interpretation z = x.toDouble + y.toDouble instead
of z = (x + y).toDouble, so that the operation is performed in the
higher precision, thus loosing less accuracy. Our experiments (whose
results are not shown for space reasons) have con�rmed that this
indeed provides better overall results.

Delta-debugging operates on a list of variables that it optimizes.
We have observed in our experiments that it is helpful when the
variables are sorted by order of appearance in the program. Our
hypothesis is that delta-debugging is more likely to assign ‘neigh-
boring’ variables the same type, which in general is likely to reduce
type casts and thus cost.

We found that often constants are representable in the lowest
precision, e.g. when they are integers. It is thus tempting to keep
those constants in the lowest precision. However, we found that,
probably due to cast operations, this optimization was not a univer-
sal improvement, so that Anton optimizes constants just like other
variables.

5.2.3 Static Cost Function. Precimonious uses dynamic eval-
uation to estimate the expected running time. We note that this
approach is quite ine�cient, but also not entirely reliable, as run-
ning times can vary substantially between runs (our benchmarking
tool takes several seconds per benchmark until steady-state). It
furthermore restricts the tuning to the speci�c platform that the
tuning is run on. FPTaylor, on the other hand, optimizes for the
number of lower-precision operations (more is better) and provides
a way for the user to manually restrict the overall number of cast
operations, and provides the possibility to constrain certain vari-
ables to have the same precision (‘ganging’). Knowing up front how
many cast operations are needed is quite challenging.

We instead propose a static cost function to obtain an overall
technique which is e�cient as well as fully automated. Note that
this function needs to be able to distinguish only which of two
mixed-precision assignments is the more e�cient one, and does
not need to predict the actual running times. We are aiming for a
practical solution and are aware that more specialized approaches
are likely to provide better prediction accuracy. As we focus in this
paper on the algorithmic aspects, we leave this for future work.
We have implemented and experimentally evaluated several cost
function candidates for �oating-point arithmetic, which all require
only a few milliseconds to run:

• Simple cost assigns a cost of 1, 2 and 4 to single, double and
quad precision arithmetic and cast operations respectively.

• Benchmarked cost assigns abstract costs to each opera-
tion based on benchmarked average running times, i.e.
we benchmark each operation in isolation with random
inputs. This cost function is platform speci�c and di�erent
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arithmetic operations have di�erent costs (e.g. addition is
generally cheaper than division).

• Operation count cost counts the number of operations per-
formed in each precision, recorded as a tuple and ordered
lexicographically, i.e. more higher-precision operations
lead to a higher cost. This cost function is inspired by FP-
Tuner and does not consider cast operations.
• Absolute errors cost uses the static roundo� error, with

smaller values representing a higher cost. A smaller round-
o� usually implies larger data types, which should correlate
with a higher execution time.

We evaluate our cost functions experimentally on complete ex-
amples (see section 6). For each example function, we �rst generate
42 random precision assignments and their corresponding programs
in Scala. We calculate the cost of each with all cost functions and
also benchmark the actual running time. We use Scalameter [36] for
benchmarking (see section 6). We are interested in distinguishing
pairs of mixed-precision assignments, thus for each benchmark
program, we create pairs of all the randomly generated precision
assignments. Then we count how often each static cost function can
correctly distinguish which of the two assignments is faster, where
the ‘ground truth’ is given by the benchmarked running times. The
following table summarizes the results of our cost function evalua-
tion. The rows ‘32 - 128’ and ‘32 - 64’ and give the proportion of
correctly distinguished pairs of type assignments with the random
types selected from single, double and quad and single and double
precision, respectively.

precisions bench simple opCount errors

32 - 128 0.7692 0.8204 0.8106 0.5871
32 - 64 0.6416 0.5889 0.5477 0.5462

Given these results, we choose a two-pronged approach for
�oating-point arithmetic: whenever quad precision may appear
(e.g. during the �rst round of delta-debugging), we use the naive
cost function. Once no more quad precision appears, we use the
benchmarked one (e.g. during the second round of delta-debugging
for benchmarks which do not require quad precision). For optimiz-
ing �xed-point arithmetic we use the simple cost function.

6 IMPLEMENTATION AND EVALUATION
We have implemented Anton in the Scala programming language.
Internal arithmetic operations are implemented with a rational data
type to avoid roundo� errors and ensure soundness. Apart from the
(optional) use of the Z3 SMT solver [17] for more accurate range
computations, Anton does not have any external dependencies.

In this work, we focus on arithmetic kernels, and do not con-
sider conditionals and loops. Our technique (as well as FPTuner’s)
can be extended to conditionals by considering individual paths
separately as well as to loops by optimizing the loop body and thus
reducing it to straight-line code. The challenge currently lies in
the sound roundo� error estimation, which is known to be hard
and expensive [13, 20], and is largely orthogonal to the focus of
this paper. Our error computation method can also be extended
to transcendental functions [11] and we plan to implement this
extension in the future.

We are not aware of any tool which combines rewriting and
mixed-precision tuning and which supports both �oating-point as
well as �xed-point arithmetic. We experimentally compare Anton
with FPTuner [9], which is the only other tool for sound (�oating-
point) mixed-precision tuning. FPTuner reduces mixed-precision
tuning to an optimization problem. The optimization objective in
FPTuner is performance, but it is up to the user to provide opti-
mization constraints, e.g. in form of a maximum number of cast
operations. FPTuner also supports ganging of operators where the
user can specify constraints that limit speci�c operations to have
the same precision, which can be useful for vectorization. Adding
these kinds of constraints to our approach is straight-forward. How-
ever, this manual optimization requires user expertise, and we have
chosen to focus on automated techniques and the combination of
mixed-precision and rewriting. As section 5 shows, already deter-
mining the cost function without ganging is challenging.

As FPTuner only supports �oating-point arithmetic and �xed-
point arithmetic is most useful in combination with specialized
hardware, which is beyond the scope of this paper, we perform the
experimental evaluation here for �oating-point arithmetic only.

We do not compare against Precimonious directly, since Anton
uses the same search algorithm internally. We would thus be merely
comparing sound and unsound error analyses, which in our view
is not meaningful.

Benchmarks. We have experimentally evaluated our approach
and tool on a number of standard �nite-precision veri�cation bench-
marks [12, 14, 28]. The benchmarks rigidBody, invertedPendulum
and traincar are embedded controllers; bsplines, sine, and sqrt are
examples of functions also used in the embedded domain (e.g. sine
approximates the transcendental function whose library function
is often not available, or expensive). The benchmarks doppler, tur-
bine, himmilbeau and kepler are from the scienti�c computing do-
main. Table 1 lists the number of arithmetic operations and variables
for each benchmark. An asterisk (∗) marks nonlinear benchmarks.
To evaluate scalability, we also include four ‘unrolled’ benchmarks
(marked by ‘2x’ and ‘3x’), where we double (or triple) the arithmetic
operation count, as well as the number of input variables.

Which mixed-precision assignment is possible crucially depends
on the maximum allowed error. None of the standard benchmarks
come with suitable bounds since the focus until now has been on
uniform precision. We follow FPTuner in de�ning suitable error
bounds for our benchmarks. For each original example program,
we �rst compute roundo� errors for uniform single and double
precision. Slightly rounded up, these are the error bounds for bench-
marks denoted by F and D respectively. From these we generate
error bounds which are multiples of 0.5, 0.1 and 0.01 of these, de-
noted by F0.5, F0.1, etc. That is, we create benchmarks whose error
bounds are half, an order of magnitude and two orders of magnitude
smaller than in uniform precision. This corresponds to a scenario
where uniform precision is just barely not enough and we would
like to avoid the next higher uniform precision.

Experimental Setup. We have performed all experiment on a
Linux desktop computer with Intel Xeon 3.30GHz and 32GB RAM.
For benchmarking, we use Anton’s programs generated in Scala
(version 2.11.6) and translate FPTuner’s output into Scala. This
translation is done automatically by a tool we wrote, and does not
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benchmark ops - vars FPTuner Anton-mixed Anton-full

bspline2* 10 - 1 4m 56s 34s 50s
doppler* 8 - 3 12m 48s 1m 8s 5m 4s
himmilbeau* 15 - 2 9m 7s 44s 1m 21s
invPendulum 7 - 4 3m 47s 32s 45s
kepler0* 15 - 6 19m 17s 43s 1m 2s
kepler1* 24 - 4 1h 26m 3s 2m 17s 2m 9s
kepler2* 36 - 6 1h 52m 38s 3m 36s 4m 22s
rigidBody1* 7 - 3 4m 45s 28s 36s
rigidBody2* 14 - 3 8m 0s 43s 1m 3s
sine* 18 - 1 9m 10s 1m 9s 3m 36s
sqroot* 14 - 1 4m 33s 40s 1m 11s
traincar 28 - 14 17m 17s 1m 13s 2m 11s
turbine1* 14 - 3 5m 15s 1m 22s 3m 56s
turbine2* 10 - 3 4m 41s 58s 2m 52s
turbine3* 14 - 3 4m 23s 1m 21s 3m 44s
kepler2 (2x) 73 - 12 15h 36m 59s 7m 57s 9m 40s
rigidbody2 (3x) 44 - 9 58m 55s 5m 33s 3m 44s
sine (3x) 56 - 3 22m 40s 8m 20s 13m 57s
traincar (2x) 57 - 28 33m 19s 4m 32s 5m 48s

Table 1: Optimization times of Anton and FPTuner

a�ect the results, as FPTuner is platform independent. We use the
Scalameter tool [36] (version 0.7) for benchmarking, which �rst
warms up the JVM and detects steady-state execution after the Just-
In-Time compiler has run, and then benchmarks the function as it
is run e�ectively in native compiled code. We use the @strictfp an-
notation to ensure that the �oating-point operations are performed
exactly as speci�ed in the program (otherwise error bounds cannot
be guaranteed). We intentionally choose this setup to benchmark
the mixed-precision assignments produced by Anton and FPTuner
and not compiler optimization e�ects, which are out of scope of
this paper.

Optimization Time. Table 1 compares the execution times of
Anton and FPTuner themselves. For Anton, we report the times for
mixed-precision tuning only without rewriting, which corresponds
to the functionality that FPTuner provides, as well as the time for
full optimization, i.e. rewriting and mixed-precision tuning.

For each tool, we measured the running time 5 times for each
benchmark variant separately with the bash time command, record-
ing the average real time. In the table, we show the aggregated
time for all the variants of a benchmark, e.g. the total time for the
F , F0.5, F0.1, ... variants of one benchmark together. These times
are end-to-end, i.e. they include all phases as well as occasional
timeouts by the backend solvers (Gelpia [3] for FPTuner and Z3
for Anton). Anton is faster than FPTuner for all benchmarks, even
with rewriting included, and often by large factors. We suspect that
this is due to the fact that FPTuner is solving a global optimization
problem, which is known to be hard.

Performance Improvements. To evaluate the e�ectiveness of An-
ton we have performed end-to-end performance experiments. For
this, we benchmark each generated optimized program �ve times
with Scalameter and use the average running time. Each run of a
program consists of 100 000 executions on random inputs. Then, for
each mixed-precision variant we compare its running time against

the corresponding uniform-precision program and report the rel-
ative improvement (i.e. mixed-precision running time/ uniform
running time). Corresponding here means the smallest uniform
precision which would satisfy the error bound, e.g. for the F0.5
benchmark, the smallest uniform precision satisfying this bound is
double precision.

Table 2 shows the relative running time improvements for Anton
with only mixed-precision tuning, with only rewriting and with
both rewriting and mixed-precision tuning enabled as well as for
FPTuner. We show the average speedups over all variants of a
benchmark (row). Bold values mark performance improvements
above 5% and underlined values those with over 5% slowdowns.

Overall, we can see that the biggest speedups occur for the F0.5
and D0.5 benchmarks, as expected. The very low values (e.g. 0.07
in Table 2b for train4-st8-D0.5) result from rewriting reducing the
roundo� error su�ciently for uniform precision being enough (the
baseline comparison running time is however the higher uniform
precision). In the case of FPTuner, the very low and very high
values are caused by di�erent characteristics of the error analyses.
As a consequence, FPTuner is able to compute smaller roundo�
errors than Anton for some benchmarks (and assigning uniform
double precision instead of mixed), while for others it computes
bigger roundo� errors, where it cannot show that double precision
is su�cient, whereas Anton can.

Comparing FPTuner with Anton’s mixed-precision tuning only
(Table 2a), we observe that Anton is more conservative, both with
performance improvements but also with slowdowns, increasing
the execution time only rarely. Considering Anton’s signi�cantly
better optimization time, Anton provides an interesting tradeo�
between mixed-precision tuning and e�ciency.

Comparing the speedups obtained by mixed-precision tuning
and rewriting, we note that both techniques are successfull in im-
proving the performance, though the e�ect of rewriting is modest.
When the two techniques are combined, we obtain the biggest per-
formance improvements, which are furthermore more than just the
sum of both. Note that rewriting could also be combined with (i.e.
run before) FPTuner’s mixed-precision tuning.

7 RELATEDWORK
Rewriting. An alternative approach to rewriting was presented

by Damouche et al. [10] which relies on a greedy search and an
abstract domain which represents possible expression rewritings
together with a static error analysis similar to ours. The tool Her-
bie [33] performs a greedy hill-climbing search guided by a dy-
namic error evaluation function, and as such cannot provide sound
error bounds. It is geared more towards correcting catastrophic
cancellations, by employing an ‘error localization’ function which
pin-points an operation which commits a particularly large round-
o� error and then targets the rewriting rules at that part of the
expression. It would be interesting in the future to compare these
di�erent search techniques for rewriting.

Mixed-precision Tuning in HPC. Mixed-precision is especially
important in HPC applications, because �oating-point arithmetic
is widely used. Lam et al. introduced a binary intrumentation tool
together with a breadth-�rst search algorithm to help programmers
search for suitable mixed-precision programs [26]. This work was
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benchmark F F0.5 F0.1 F0.01 D D0.5 D0.1 D0.01 Q avrg

bspline2 1.01 0.55 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.95
doppler 0.97 0.89 0.96 0.95 0.96 1.01 0.99 1.00 0.99 0.97
himmilbeau 0.98 0.95 1.02 0.98 1.02 0.61 1.04 1.00 1.00 0.96
invPend. 0.98 1.02 1.01 0.98 0.99 0.85 1.00 1.01 1.00 0.98
kepler0 1.00 1.07 1.00 1.00 1.00 0.85 0.97 1.00 1.00 0.99
kepler1 1.00 0.90 0.95 0.99 0.98 0.89 1.10 1.00 1.00 0.98
kepler2 1.00 1.02 0.93 1.00 1.00 0.85 1.14 1.00 1.00 0.99
rigidBody1 1.04 1.02 1.02 1.00 0.97 0.72 0.94 1.00 0.99 0.97
rigidBody2 0.97 0.94 1.01 1.04 1.01 0.98 1.16 1.00 1.00 1.01
sine 1.01 0.64 1.00 0.99 1.00 1.24 1.00 1.00 1.00 0.99
sqroot 1.02 0.84 0.99 1.01 1.00 0.59 1.00 1.00 1.00 0.94
traincar 0.98 0.97 0.98 1.01 1.00 0.61 0.61 0.87 1.00 0.89
turbine1 1.00 0.63 1.00 1.01 1.01 1.18 1.00 1.00 1.00 0.98
turbine2 0.98 0.66 0.98 1.01 0.98 0.77 1.00 1.00 1.00 0.93
turbine3 1.00 0.62 0.99 0.99 0.99 1.18 1.00 1.01 1.01 0.98
kepler2 (2x) 0.98 0.91 0.99 0.99 1.00 0.65 1.13 1.01 1.01 0.96
rigidBody2(3x) 0.99 1.02 1.00 0.97 0.97 0.74 1.09 1.00 1.00 0.97
sine (3x) 1.00 0.75 1.00 1.00 1.00 0.69 1.00 1.00 1.00 0.94
traincar (2x) 1.13 1.05 1.05 1.12 1.14 0.61 0.87 0.93 1.00 0.99

(a) Anton - mixed-precision tuning only

benchmark F F0.5 F0.1 F0.01 D D0.5 D0.1 D0.01 Q avrg

bspline2 0.99 0.99 0.99 0.99 0.98 0.90 0.90 0.90 0.90 0.95
doppler 1.02 0.90 1.33 1.32 1.33 0.10 1.01 1.02 1.01 1.01
himmilbeau 0.96 0.98 0.98 0.99 0.98 0.99 0.99 0.99 0.99 0.98
invPend. 1.03 0.99 1.00 1.03 1.03 0.95 0.95 0.95 0.96 0.99
kepler0 0.98 1.02 0.99 1.00 0.99 0.97 0.97 0.98 0.97 0.99
kepler1 0.99 0.87 0.87 0.87 0.87 1.00 1.00 1.00 1.00 0.94
kepler2 0.96 0.92 0.92 0.95 0.93 0.99 0.99 0.99 0.99 0.96
rigidBody1 0.99 0.99 1.01 1.01 0.99 0.93 0.93 0.93 0.93 0.97
rigidBody2 0.96 0.88 0.89 0.90 0.90 0.98 0.98 0.98 0.98 0.94
sine 0.99 1.08 1.08 1.08 1.09 0.98 0.98 0.98 0.98 1.03
sqroot 0.96 0.95 0.93 0.92 0.93 0.97 0.97 0.98 0.98 0.95
traincar 0.89 0.85 0.89 0.89 0.91 0.07 1.02 1.02 1.02 0.84
turbine1 1.02 0.97 0.97 0.96 0.96 1.06 1.06 1.06 1.06 1.01
turbine2 0.94 0.94 0.94 0.94 0.95 0.99 0.99 0.98 0.99 0.96
turbine3 1.01 0.96 0.97 0.95 0.95 1.07 1.07 1.07 1.07 1.01
kepler2 (2x) 0.89 0.78 0.86 0.87 0.88 0.96 0.98 1.00 0.96 0.91
rigidBody2(3x) 1.04 0.96 0.94 0.94 0.98 1.00 0.99 1.00 1.01 0.99
sine (3x) 0.93 1.05 0.91 0.90 0.90 0.99 0.99 1.00 0.98 0.96
traincar (2x) 0.98 0.90 0.98 0.99 1.01 0.09 1.03 1.02 1.02 0.89

(b) Anton - rewriting only

benchmark F F0.5 F0.1 F0.01 D D0.5 D0.1 D0.01 Q avrg

bspline2 1.04 0.50 0.99 0.97 0.98 0.77 0.90 0.91 0.91 0.88
doppler 1.03 0.87 0.98 1.31 1.31 0.10 1.18 1.02 1.01 0.98
himmilbeau 0.99 0.96 1.01 1.00 0.98 0.60 1.07 0.99 0.99 0.95
invPend. 0.99 0.99 0.99 0.97 0.97 0.68 0.97 0.95 0.95 0.94
kepler0 0.94 1.05 0.99 0.96 0.96 0.55 1.00 0.98 0.98 0.93
kepler1 0.98 0.91 0.87 0.90 0.87 0.89 0.98 1.00 1.00 0.93
kepler2 0.96 1.04 0.94 0.93 0.93 0.55 1.08 0.98 0.98 0.93
rigidBody1 1.00 1.02 0.97 0.96 0.99 0.57 1.04 0.93 0.94 0.94
rigidBody2 0.97 0.98 0.90 0.88 0.88 0.61 1.16 0.98 0.98 0.93
sine 0.98 0.65 1.09 1.10 1.09 1.26 0.99 0.98 0.98 1.01
sqroot 0.97 0.87 0.95 0.92 0.93 0.64 1.02 0.97 0.97 0.92
traincar 0.88 0.85 0.86 0.89 0.91 0.07 0.66 0.90 1.02 0.78
turbine1 0.99 0.68 0.96 0.96 0.96 1.17 1.06 1.06 1.06 0.99
turbine2 0.98 0.67 0.94 0.95 0.95 0.74 0.99 0.99 1.00 0.91
turbine3 1.00 0.70 0.96 0.96 0.95 1.16 1.07 1.07 1.07 0.99
kepler2 (2x) 0.86 0.79 0.86 0.96 0.89 0.80 1.05 1.00 0.97 0.91
rigidBody2(3x) 1.00 1.02 0.94 0.95 0.96 0.55 0.98 1.01 0.99 0.93
sine (3x) 0.93 0.61 0.95 0.90 0.89 0.46 1.03 0.99 0.99 0.86
traincar (2x) 0.96 0.91 0.93 0.97 1.00 0.08 0.91 0.99 1.03 0.87

(c) Anton - full optimization

benchmark F F0.5 F0.1 F0.01 D D0.5 D0.1 D0.01 Q avrg

bspline2 1.00 0.53 1.01 1.00 1.00 0.65 1.21 1.21 1.22 0.98
doppler 0.99 0.87 1.03 1.01 1.00 0.07 1.10 1.57 1.62 1.03
himmilbeau 0.98 0.88 1.22 0.99 1.01 0.19 0.92 1.06 1.05 0.92
invPend. 1.05 1.01 1.04 0.98 0.99 0.61 0.98 1.07 1.05 0.98
kepler0 1.06 1.06 1.07 1.01 1.01 0.49 1.01 1.10 1.10 0.99
kepler1 1.03 1.02 1.22 0.99 5.46 0.57 0.99 1.07 1.07 1.49
kepler2 0.98 1.05 1.11 1.24 3.03 0.64 0.88 1.04 1.04 1.22
rigidBody1 1.08 1.03 0.99 0.96 4.66 0.61 1.03 1.21 1.21 1.42
rigidBody2 1.08 0.95 1.18 1.02 5.52 0.56 0.57 0.89 1.13 1.43
sine 1.01 0.43 0.86 0.93 1.00 0.20 0.48 0.68 1.03 0.74
sqroot 1.14 0.83 1.22 1.12 4.86 0.40 0.68 0.94 1.24 1.38
traincar 1.01 0.90 0.94 0.92 4.55 0.36 0.37 0.37 1.04 1.16
turbine1 1.00 0.56 0.88 0.95 1.00 0.07 0.86 0.92 1.18 0.82
turbine2 1.00 0.61 0.79 0.98 1.00 0.09 0.92 1.13 1.12 0.85
turbine3 1.01 0.58 0.96 0.92 1.00 0.07 0.68 0.91 1.18 0.81
kepler2 (2x) 0.99 0.97 1.13 1.09 2.91 0.55 0.86 crash 1.03 1.19
rigidBody2(3x) 1.03 1.03 1.13 1.08 4.97 0.45 0.61 0.83 1.13 1.36
sine (3x) 0.99 0.53 0.85 1.02 2.20 0.19 0.45 0.69 1.02 0.88
traincar (2x) 1.11 0.96 0.99 0.99 5.26 0.50 0.51 0.51 1.03 1.32

(d) FPTuner

Table 2: Relative performance improvements for Anton and FPTuner

later extended to perform a sensistivity analysis [25] based on a
more �ne-grained approach. The Precimonious project [39, 40],
whose delta-debugging algorithm we adapt, targets HPC kernels
and library functions and performs automated mixed-precision
tuning. These projects have in common that the roundo� error
veri�cation is performed dynamically on a limited number of inputs
and thus does not provide guarantees. In contrast, our technique
produces sound results, but is targeted at smaller programs and
kernels which can be veri�ed statically.

Autotuning. Another way to improve the performance of (nu-
merical) computations is autotuning, which performs low-level
transformations of the program in order to �nd one which empiri-
cally executes most e�ciently. Traditionally, the approaches have

been semantics preserving [37, 44], but recently also non-semantics
preserving ones have been proposed in the space of approximate
computing [42]. These techniques represent another avenue for
improving performance, but do not optimize mixed-precision.

Bitlength Optimization in Embedded Systems. In the space of
embedded systems, much of the attention so far has focused on
�xed-point arithmetic and the optimization of bitlengths, which can
be viewed as selecting data types. A variety of static and dynamic
approaches have been applied. For instance, Ga�ar et al. considers
both �xed-point and �oating-point programs and uses automatic
di�erentiation for a sensitivity analysis [18]. Mallik et al. present an
optimal bit-width allocation for two variables and a greedy heuris-
tic for more variables, and rely on dynamic error evaluation [30].
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Unlike our approach, these two techniques cannot provide sound
error bounds. Sound techniques have also been applied for both
the range and the error analysis for bitwidth optimization, for in-
stance in [24, 27, 32, 34] and Lee et al. provide a nice overview of
static and dynamic techniques [27]. For optimization, Lee et al. have
used simulated annealing as the search technique [27]. A detailed
comparison of delta-debugging and e.g. simulated annealing would
be very interesting in the future. We note that our technique is
general in that it is applicable to both �oating-point as well as �xed-
point arithmetic, and the �rst to combine bitwidth optimization for
performance with rewriting.

Finite-precision Veri�cation. There has been considerable interest
in static and sound numerical error estimation for �nite-precision
programs with several tools having been developed: Rosa [12], Fluc-
tuat [19], FPTaylor [43] (which FPTuner is based on) and
Real2Float [28]. The accuracies of these tools are mostly compa-
rable [13], so that any of the underlying techniques could be used
in our approach for the static error function. More broadly related
are abstract interpretation-based static analyses, which are sound
wrt. �oating-point arithmetic [4, 8, 23]. These techniques can prove
the absence of runtime errors, such as division-by-zero, but can-
not quantify roundo� errors. Floating-point arithmetic has also
been formalized in theorem provers such as Coq [6] [15] and HOL
Light [22], and entire numerical programs have been proven correct
and accurate within these [5, 38]. Most of these veri�cation e�orts
are to a large part manual, and do not perform mixed-precision
tuning. FPTaylor uses HOL Light and Real2Float Coq to generate
certi�cates of correctness of the error bounds it computes. We be-
lieve that this facility could be extended to the mixed-precision case
– this, however, would come after the tuning step, and hence these
e�orts are largely orthogonal.

Floating-point arithmetic has also been formalized in an SMT-
lib [41] theory and SMT solvers exist which include �oating-point
decision procedures [7, 17]. These are, however, not suitable for
roundo� error quanti�cation, as a combination with the theory of
reals would be necessary which does not exist today.

8 CONCLUSION
We have presented a fully automated technique which combines
rewriting and sound mixed-precision tuning for improving the
performance of arithmetic kernels. While each of the two parts is
successful by itself, we have empirically demonstrated that their
careful combination is more than just the sum of the parts. Further-
more, our mixed-precision tuning algorithm presents an interesting
tradeo� as compared to state-of-the-art between e�ciency of the
algorithm and performance improvements generated.
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