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Abstract

This paper studies the problem of novel category discov-
ery on single- and multi-modal data with labels from differ-
ent but relevant categories. We present a generic, end-to-end
framework to jointly learn a reliable representation and as-
sign clusters to unlabelled data. To avoid over-fitting the
learnt embedding to labelled data, we take inspiration from
self-supervised representation learning by noise-contrastive
estimation and extend it to jointly handle labelled and un-
labelled data. In particular, we propose using category
discrimination on labelled data and cross-modal discrimina-
tion on multi-modal data to augment instance discrimination
used in conventional contrastive learning approaches. We
further employ Winner-Take-All (WTA) hashing algorithm
on the shared representation space to generate pairwise
pseudo labels for unlabelled data to better predict cluster
assignments. We thoroughly evaluate our framework on
large-scale multi-modal video benchmarks Kinetics-400 and
VGG-Sound, and image benchmarks CIFAR10, CIFAR100
and ImageNet, obtaining state-of-the-art results.

1. Introduction
With the tremendous advances in deep learning, recent

machine learning models have shown superior performance
on many tasks, such as image recognition [9, 30], object de-
tection [54, 41], image segmentation [7], etc. While the state-
of-the-art models might even outperform human in these
tasks, the success of these models heavily relies on the huge
amount of data with human annotations under the closed-
world assumption. Applying deep learning in real (open)
world brings many new challenges: it is cost-inhibitive to
identify and annotate all categories, and new categories could
keep emerging. Conventional methods struggle on handling
unlabelled data from new categories [13]. On the flip side,
real world provides rich unlabeled data, which are often
multi-modal (e.g., video and audio), allowing more possi-
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bilities for machine learning models to learn in a similar
way as human. Indeed, humans learn from multi-modal data
everyday with text, videos, audios, etc.

In this paper, we focus on automatically learning to dis-
cover new categories in the open world setting. Similar to
recent works [18, 16] which transfer knowledge from la-
belled images of a few classes to other unlabelled image
collections, we formulate the problem as partitioning unla-
belled data from unknown categories into proper semantic
groups, while some labelled data from other categories are
available. This is a more realistic setting than pure unsu-
pervised clustering which may produce equally valid data
partitions following different unconstrained criteria (e.g., im-
ages can be clustered by texture, color, illumination, etc) and
closed-world recognition which can not handle unlabelled
data from new categories without any labels. Meanwhile,
our setting is more similar to the human cognition process
where humans can easily learn the concept of a new object
by transferring knowledge from known objects.

Specifically, we introduce a flexible end-to-end frame-
work to discover categories in unlabelled data, with the goal
of utilizing both labelled and unlabelled data to build unbi-
ased feature representation, while transferring more knowl-
edge from labelled to unlabelled data. In particular, we
extend the conventional contrastive learning [6, 19] to con-
sider both instance discrimination and category discrimina-
tion to learn a reliable feature representation on labelled
and unlabelled data. We also demonstrate that the cross-
modal discrimination would further benefit representation
learning on data with multi-modalities. To leverage more
of unlabelled data, we employ the Winner-Take-All (WTA)
hashing [48] on the shared representation space to generate
pair-wise pseudo labels on-the-fly, which is the key for ro-
bust knowledge transfer from the labelled data to unlabelled
data. With the weak pseudo labels, the model can be trained
with a simple binary cross-entropy loss on the unlabelled
data together with the standard cross-entropy loss on the
labelled data. This way our model can simultaneously learn
feature representation and perform the cluster assignment
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using an unified loss function.
The main contributions of the paper can be summarized

as follows: (1) we propose a generic, end-to-end framework
for novel category discovery that can be trained jointly on la-
belled and unlabelled data; (2) to the best of our knowledge,
we are the first to extend contrastive learning in novel cate-
gory discovery task by category discrimination on labelled
data and cross-modal discrimination on multi-modal data; (3)
we propose a strategy to employ WTA hashing on the shared
representation space of both labelled and unlabelled data to
generate additional (pseudo) supervision on unlabeled data;
and (4) we thoroughly evaluate our end-to-end framework
on challenging large scale multi-modal video benchmarks
and single-modal image benchmarks, outperforming existing
methods by a significant margin.

2. Related work
Our method is related to self-supervised learning, semi-

supervised learning, and clustering, while different from
each of them. We review the most relevant works below.

Self-supervised learning aims at learning reliable feature
representations using the data itself to provide supervision
signals during training. Many pretext tasks (e.g., relative
position [11], colorization [49], rotation prediction [14])
have been proposed for self-supervised learning, showing
promising results. Recently, the constrastive learning based
methods, such as [19] and [6], have attracted lots of atten-
tion by its simplicity and effectiveness. The key idea of
contrastive learning is instance discrimination, i.e., pulling
similar pairs close and pushing dissimilar pairs away in
the feature space. [27] studied the supervised contrastive
learning on labelled data as an alternative of cross-entropy.
With the labels, more positive pairs can be generated from
the intra-class instances, enabling category discrimination.
Noise-Contrastive Estimation (NCE) [15, 45] is an effective
contrastive loss widely used in these methods. When han-
dling multi-modal data like videos, different self-supervised
learning methods have been proposed to exploit data of dif-
ferent modalities, such as [36, 1, 3, 2, 33]. Among them,
[33] suggests that cross-modal discrimination can be adopted
to improve the representation learning for downstream tasks
like image recognition and object detection, which implies
that good representations are shared between multiple views
of the world. [43] shows that cross-view prediction outper-
forms conventional alternatives in contrastive learning on
images, depth, video and flow, and more views can lead to
better representation. In this paper, we consider the visual
and audio modalities for cross-modal learning in videos, and
present a new way to incorporate contrastive learning for
both labelled and unlabelled data to bootstrap representation
learning for novel category discovery.

Semi-supervised learning [4] considers the setting with
labelled and unlabelled data. Specifically, the unlabelled data

are assumed to come from the same classes as the labelled
data. The objective is to learn a robust model making use
of both labelled and unlabelled data to avoid over-fitting to
the labelled data. While this problem is well studied in the
literature (e.g., [34, 42, 38]), existing methods can not handle
unlabelled data from new classes. In contrast, our method is
designed to discover new categories in the unlabelled data
automatically.

Clustering, which aims at automatically partitioning the
unlabelled data into different groups, has long been studied
in the machine learning community. There are many classic
methods (e.g., k-means [32], mean-shift [8]) and deep learn-
ing based methods (e.g., [47, 10, 37]) showing promising
results. However, the definition of a cluster can be intrinsi-
cally ambiguous, because different criteria can be used to
cluster the data. For example, objects can be clustered by
color, shape or texture, and the clustering results will be dif-
ferent by taking different criteria, while these criteria cannot
be predefined in the clustering methods. In this paper, we
aim to learn these criteria implicitly from the labelled data
and transfer them to the unlabelled data on-the-fly.

Until recently, the problem of discovering new categories
in unlabelled data by exploiting the labelled data starts to
draw attention. Particularly, the task of novel category dis-
covery is formalized by [18, 16, 17]. [18] introduces a
method to first pretrain the model on labelled data followed
by fine-tuning with an unsupervised clustering loss. [16, 17]
present a three-stage method, namely, self-supervised pre-
training [14], supervised fine-tuning, and joint learning to
transfer knowledge. [21] and [23], which are designed for
general cross-task transfer learning, can also be applied to
discover new categories in image datasets. These two meth-
ods require maintaining two models separately. One for
binary label prediction and another for clustering. To our
knowledge, the most relevant work to ours is [16], while our
method significantly differs from it in several aspects. First,
our method is an end-to-end trainable framework that can
be easily adopted for practical use, while [16] requires three
training stages, thus hampering their practical utilization;
second, we conduct self-supervised learning jointly with
new category discovery to bootstrap the semantic feature em-
bedding that are more suitable for discovering new classes,
rather than simply using self-supervision to provide only
robust low-level features as in [16]. Third, we employ multi-
ple random partial rankings for holistic comparison of two
data points, rather than simply comparing the global ranking,
which tends to be more vulnerable to noise. Last, our model
can be flexibly applied on both single- and multi-modal data
showing superior results, while [16] is only applicable to
images. As will be shown in the experiments, our method
substantially outperforms others in all benchmarks. Concur-
rent to our work, several other methods are also proposed
for novel category discovery on images showing promising



performance by augmenting the training samples by mixing
the labelled and unlabelled data [52], aggregating pseudo-
positive pairs with contrastive learning [51], designing a
unified objective [12], and leveraging local part informa-
tion [50].

3. Method
Given an unlabelled collection of instances xui ∈ Du,

our objective is to automatically partition these instances
into Cu different semantic groups. We also assume that
there is a labelled collection of instances

(
xli, y

l
i

)
∈ Dl

where yli ∈
{

1, . . . , Cl
}

, from which we want to transfer
the knowledge to the unlabelled data so that the unlabelled
data can be grouped into proper classes, while the classes in
Dl and Du are different but relevant. Each xi ∈ Du ∪Dl

can be either an image or a multi-modal video consisting of
a visual stream xvi and the corresponding audio stream xai .

Our approach is an end-to-end trainable framework that
can jointly learn the representation and clustering assign-
ment for the unlabelled data. Figure 1 shows the overview
of our approach. Consider a video clip xi = (xvi , x

a
i ), the

visual encoder fv and the audio encoder fa first encode the
visual and audio streams into two feature vectors zvi and zai ,
which are then concatenated to form the global represen-
tation zi = [zvi , z

a
i ] for the input video clip. A projection

function η then project zi to z̄i to fuse multi-modal feature
in a compact representation space. Note that η is an iden-
tity mapping function for single-modal data. If xi is from
labelled data, z̄i will be sent to the linear head φl for super-
vised learning. Otherwise, it will be sent to the linear head
φu for new category discovery. In addition, zvi and zai are
further encoded to ẑvi and ẑai by hv and ha respectively for
constrastive learning to bootstrap the representation learning
on both labelled and unlabelled data. hv and ha are two
MLP functions followed by `2 normalization, which is a
common practice in contrastive learning.

The end-to-end training of the model consists of several
important components including training on labelled data
with full supervision, constrative learning with instance and
category discrimination on both labelled and unlabelled data,
and training on unlabelled data with pair-wise pseudo labels
transferred from the representation jointly learned by the
previous two. To effectively transfer knowledge from the
labelled to unlabelled data, we employ the winner-take-all
(WTA) hashing algorithm on z̄i. Next, we will introduce our
extended contrastive learning for novel category discovery
by considering both instance and category discrimination,
and knowledge transfer via the WTA hashing in more details.

3.1. Unified contrastive learning on labelled and
unlabelled data

Given a batch of N data points that are randomly drawn
from both Du and Dl, i.e., xi ∼ Unif(Du ∪ Dl) for all

the elements xi in batch B, our objective is to extract as
much information as possible from B to learn a represen-
tation that can be used to cluster unknown classes. Recent
developments in contrastive learning focus on learning im-
age representation under self-supervised scenario, where no
labels are available, therefore it can be thought of as contrast-
ing instance representations from a pair of data augmentation
(positive) to those of other samples (negative). In our case,
we have a mixed setting with both labelled and unlabelled
data. We adopt the contrastive learning to jointly learn from
the mixed dataset for novel category discovery. Next, we first
demonstrate our unified contrastive learning on single-modal
data, and then extend it to the more flexible multi-modal
scenario.

3.1.1 Single-modal learning

Let xi be a single-modal data point and i ∈ N =
{1, . . . , 2N} be the index of pairs of augmented samples
from the batch B. With the embedded representation ẑi of
xi, we adopt NCE [15] as our contrastive loss function for
instance discrimination, which can be written as:

LNCE−I
i = − log

exp (ẑi · ẑi′/τ)∑
n 1[n 6=i] exp (ẑi · ẑn/τ)

, (1)

where ẑi′ is the augmented counterpart of ẑi, 1[n 6=i] is an
indicator function evaluating 1 iff n 6= i, and τ is a scalar
temperature. This loss is widely used in conventional con-
trastive learning approaches.

In our case, some data points in the mini-batch B are
accompanied with labels. If xi is a labelled data point in
the batch, besides considering only xi and its transformed
counterpart as a positive pair, other data points from the same
class as xi can also be paired with xi to form more positive
pairs to be pulled together, allowing category discrimination.
The contrastive loss for category discrimination with these
additional positive pairs can be written as:

LNCE−C
i = − 1

|Q(i)|
∑

q∈Q(i)

log
exp (ẑi · ẑq/τ)∑

n 1[n6=i] exp (ẑi · ẑn/τ)
,

(2)
where Q(i) = {q ∈ N \ i : yq = yi} denotes the indices
of other data points which have the same label as xi in the
batch B. Note that this is effective only for labelled data,
as Q(i) = ∅ for unlabelled data. Therefore, the unified
contrastive loss can be written as:

LCL =
1

2N

2N∑
i

(
LNCE−I
i + LNCE−C

i

)
. (3)

Note that there is only one positive pair in LNCE−I
i

which aims at instance discrimination, whereas multiple
other samples from same class are considered as positive in
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Figure 1: Overview of our end-to-end framework. For multi-modal videos, our framework consists of two feature encoders
fv and fa, two MLPs hv and ha for contrastive learning, one fusion layer η, and two linear heads φl and φu for classification
and clustering. The training signal for φu is obtained by WTA on-the-fly. For single-modal images, the audio encoder fa is
omitted and η turns to be an identity mapping function.

LNCE−C
i which aims at category discrimination. LNCE−I

i

and LNCE−C
i have exactly the same denominator, which

is the summation of 2N − 1 scores for both positive and
negative pairs. In this way, both labelled and unlabelled data
are used for representation learning while making full use
of the labels contained in the labelled data. LNCE−C

i is
a critical complementary to LNCE−I

i , resulting in a more
discriminative representation space for robust clustering as
will be seen in the experiments.

3.1.2 Multi-modal learning

For multi-modal data like videos, besides the conventional
within-modal contrastive learning for single-modal data like
images, we can also have the additional cross-modal op-
tion. As noted by [2, 33], cross-modal agreement leads
to better representation than within-modal agreement in
self-supervised representation learning for supervised down-
stream tasks like object recognition and detection. However,
our setting contains both labelled data and unlabelled data,
resulting in a mixture of instance discrimination and cate-
gory discrimination. It is not immediately obvious whether
the within-modal or cross-modal choice is more effective
under such a setting. For within-modal case, we can ei-
ther discriminate visual or audio samples. Let the em-
bedded representation for a multi-modal data point xi be
ẑi = {ẑvi , ẑai }. We define modality selecting functions g0
and g1 to allow either within-modal discrimination (e.g.,
g0(ẑi) = ẑvi and g1(ẑi) = ẑvi ) or cross-modal discrimination
(e.g., g0(ẑi) = ẑvi and g1(ẑi) = ẑai ). The instance discrimi-
nation and category discrimination objectives in Eq. (1) and
Eq. (2) can then be rewritten as

LNCE−I
i = − log

exp (g0(ẑi) · g1(ẑi′)/τ)∑
n 1[n 6=i] exp (g0(ẑi) · g1(ẑn/τ)

, (4)

and

LNCE−C
i =

− 1

|Q(i)|
∑

q∈Q(i)

log
exp(g0(ẑi) · g1(ẑq)/τ)∑

n 1[n 6=i] exp(g0(ẑi) · g1(ẑn)/τ)
.

(5)

As will be shown in the experiments, after investigating
different strategies, we find that the cross-modal contrastive
learning can produce better representation for novel category
discovery. This might be due to the fact that cross-modal
representations are intrinsically different, thus reducing the
chance of obtaining trivial solutions such as discriminating
objects by only verifying the most salient features in visual
or audio modality alone. Therefore, unless stated otherwise,
the modality selecting functions g0 and g1 choose visual and
audio representations respectively in our formulation.

3.2. Knowledge transfer via Winner-take-all hash

To leverage the labelled data to help novel category dis-
covery in unlabelled data, we transfer knowledge from la-
belled data to unlabelled data by adopting the Winner-Take-
All (WTA) hash [48] during training. WTA is a sparse em-
bedding method that maps the feature vectors into integer
codes. In this work, we employ WTA to measure the simi-
larity between each pair of unlabelled data points from new
categories in the shared embedding space of both labelled
and unlabelled data, so that we can transfer knowledge from
the labelled categories to the unlabelled ones.

Winner-take-all hash [48] The idea of WTA is to mea-
sure similarity between high-dimensional feature vectors
by comparing multiple partial ranking statistics. The WTA
algorithm works as follows. First, we randomly generate a



set of H permutations P = {ρ1, ..., ρH}. For an unlabelled
sample xi ∈ Du, we extract its feature vector z̄i. We then
apply each ρh ∈ P on z̄i to obtain a transformed feature
vector ρh(z̄i), i.e., a shuffled version of z̄i. Let chi be the
index of maximum value in the first k elements of ρh(z̄i).
We can then obtain the WTA hash code by ci = (c1i , ..., c

H
i )

for each xi.

WTA for novel category discovery In our case, we em-
ploy WTA hash code to measure the similarity sij between
xi and xj to generate pairwise pseudo labels for novel cate-
gory discovery, by simply comparing their WTA hash codes
ci and cj :

sij =

{
1, 1T · (ci = cj) >= µ
0, otherwise , (6)

where µ is an empirical scalar threshold. Note that WTA
is only applied during training to generate binary pseudo
labels, and it is not needed at test time.

As discussed in [48], the precise values in the high-
dimensional embedding is often not important, and the rel-
ative magnitude matters more. While requiring the total
orderings to be identical is too strict for real application, as
noise inevitably exists even using ranking statistics, there-
fore, WTA introduces multiple partial order statistics. Be-
sides introducing more resilience to noise, we further em-
phasize that the partial orders for local rank correlation also
captures the relative structural information of the objects. In-
tuitively, the global ranking statistics may only consider the
most salient features in the embedding space, while the mul-
tiple partial orders spread more in the embedding space, thus
capturing more structural information. As shown in [53],
modern CNNs are very likely to make decisions by focus-
ing on the salient patterns while overlooking the holistic
structural composition. As will be seen in the experiments,
WTA outperforms other alternatives for generating pairwise
pseudo labels to discover new categories.

After applying the WTA algorithm, we can obtain pair-
wise similarity sij for each pair of unlabelled data points
with Eq. (6). Assume we have M unlabelled samples in a
mini-batch. By using these pairwise similarities as pseudo
labels, we can then train the model with binary cross-entropy
loss to simultaneously learn representation and cluster as-
signments on the unlabelled data from new classes:

LBCE =− 1

M2

M∑
i=1

M∑
j=1

[sij log φu(z̄i)
>φu(z̄j)+ (7)

(1− sij) log(1− φu(z̄i)
>φu(z̄j))], (8)

where φu : Rd → RCu

is a non-linear function mapping
z̄i into an embedding space with the same dimension as
the number of classes in the unlabelled data followed by

softmax normalization. In this way, we can obtain the clus-
ter assignment for each unlabelled sample by indexing the
location of the maximum value in φu(z̄i) after training, with-
out requiring another offline clustering procedure for class
assignment.

3.3. Joint learning objective

Inspired by the literature of semi-supervised learning [42],
we include a consistency regularization loss on both labelled
and unlabelled data. The purpose of such a consistency
loss is to enforce the class predictions on a data point xi
and its transformed counterpart x′i to be the same. This
is especially important for unlabelled data samples. By
enforcing the consistency, xi and x′i will be treated as a
positive pair regardless of the WTA hash code, as the WTA
hash code of xi might be different from that of x′i, thus
smoothing the training. The consistency loss is commonly
implemented as the mean squared error (MSE) between
the class predictions. Let LMSE be the consistency loss
and LCE be the cross-entropy loss on labelled data. The
consistency loss between xi and its transformed version x′i
is defined as

LMSE
i = (φ(z̄i)− φ(z̄′i))

2, (9)

where φ is φl or φu depending on the input. The overall
training loss of our end-to-end framework can then be written
as

L = LCE +LBCE + (1−ω(r))LCL +ω(r)LMSE , (10)

where ω(r) is a ramp-up function slowly increasing from
0 to 1 along with the training. In our experiment, we fol-
low [31] to use ω(r) = λe−5(1−

r
T )

2

where r, T and λ are
current epoch number, total number of epochs and a positive
scalar factor. We set (1−ω(r)) as the weight for contrastive
learning. At the early stages, the cluster assignment predic-
tions are noisy and we expect the model to focus more on
representation learning, thus a higher weight is set to repre-
sentation learning and a lower weight is set for consistency.
In the late stages, the representation is good enough and we
would like the model to focus on novel category discovery,
therefore the weight is higher for consistency loss and lower
for contrastive learning.

4. Experiments
Benchmarks and evaluation metric. We compre-

hensively evaluate our approach for novel category dis-
covery on large-scale image benchmarks including Ima-
geNet [9]/CIFAR-10 [28]/CIFAR-100 [28] and video bench-
marks including Kinetics-400 [26]/ VGG-Sound [5]. We
follow [16] to split the ImageNet/CIFAR-10/CIFAR-100 to
have 30/5/20 classes in the unlabelled classes. For fair com-
parison with [18, 16, 22] three 30-class splits are used for Im-
ageNet, and the results are averaged over the three splits. We



split Kinetics-400/VGG-Sound to have 50/39 classes in the
unlabelled data, which are much more challenging than the
image benchmarks. As only URLs are publicly available for
video datasets, by the time of our experiments, we have 170k
video clips with sound in Kinetics-400 and 183k videos with
sound in VGG-Sound. To measure the novel category discov-
ery accuracy, we adopt the widely used average clustering ac-
curacy defined as: maxe∈P(Cu) = 1

U

∑U
i=1 1{yui = e(ŷui )},

where yui and ŷui denote the ground-truth label and predicted
cluster assignment for each unlabelled data point, U is the
total number of unlabelled instances in the whole dataset,
P(Cu) denotes the set of all possible permutations of Cu

elements, e is an arbitrary permutation in P(Cu). We obtain
the optimal permutation e∗ by Hungarian algorithm [29].
Note that as no supervision is used for unlabelled data, the
same data are used for both training and evaluation following
standard practice [25, 18].

Implementation details. We use R3D-18 [44, 24] as
the video encoder and ResNet-18 [20] as the image and
audio encoder. The feature vector dimension is 512 for both
encoders. R3D-18 is an effective yet lightweight model for
video recognition tasks, which has been shown effective for
multi-modal self-supervised learning [36], allowing the use
of a relatively larger batch size for contrastive learning. The
choice of ResNet-18 for image datasets is to follow [18, 16]
for fair comparison. The MLPs for contrastive learning
consist of a hidden layer of size 512, a linear layer of size 128,
and an `-2 normalization layer [46]. The output dimension
of the hidden layer η is 512. On image benchmarks, we
follow SimCLR [6] to randomly apply cropping, resizing,
horizontal flip, color distortion, and Gaussian blur for data
augmentation. On video benchmarks, we follow [40] to use
the input video and audio clips of 1 and 2 second duration
respectively. Video frames are resized such that the shorter
side has a size of 128, followed by random cropping with
size 112. We preprocess the audio by randomly sampling
within 0.5 second of the video and compute a log mel bank
features with 257 filters and 199 time-frames, followed by
SpecAugment [35]. During evaluation, we follow [36] to
uniformly sample 10 clips from each video and take the
mean score for prediction. For WTA, we set H to be equal
to the feature dimension (i.e., 512), and follow [48] to set
k as 4. For the threshold µ, we empirically set it to 240 in
our experiments. We train our models with SGD [39] and
use a batch size of 1024 for all benchmarks except CIFAR-
10/CIFAR-100, which we use a batch size of 256. The
models are trained with 8× 8 TPUv2 Dragonfish devices.

4.1. Novel category discovery on image benchmarks

In table 1, we compare our approach with the k-means
baseline and the previous state-of-the-art methods. By com-
paring row 10 with rows 1-6, we can clearly see that our
method substantially outperforms the k-means baseline and

existing methods. For example, our method outperforms the
previous state-of-the-art method [16], denoted as RS in row
5, by 3%/3.2%/4.2% on CIFAR-10/CIFAR-100/ImageNet.
We also report the incremental learning result of RS [16]
in row 6, where an additional step is introduced to create
interactions between labelled and unlabelled heads. The
k-means baseline in row 1 is evaluated on the features of
unlabelled data extracted using the model pretrained on la-
belled data by cross-entropy loss. We further enhance the
k-means baseline, KCL [21] and MCL [23] by introducing
the same constrative learning used in our framework (see
rows 7-10). The contrastive learning successfully boosts the
performance for all of them, but the results still largely lag
behind our method. For example, after the enhancement, the
ACC of KCL is increased to 73.9%/57.4%/ 74.3% on CIFAR-
10/CIFAR-100/ImageNet, while the results of our method
are 93.4%/76.4%/86.7%, demonstrating the effectiveness of
our approach on image benchmarks.

Table 1: Novel category discovery on image benchmarks.
“CL” denotes the contrastive learning we introduce in sec-
tion 3.1, which performs both instance discrimination and
category discrimination. Results on CIFAR-10/CIFAR-100
are averaged over 10 runs.

No Method CIFAR-10 CIFAR-100 ImageNet

(1) k-means [32] 65.5 ± 0.0% 56.6 ± 1.6% 71.9%
(2) KCL [21] 66.5 ± 3.9% 14.3 ± 1.3% 73.8%
(3) MCL [23] 64.2 ± 0.1% 21.3 ± 3.4% 74.4%
(4) DTC [18] w/ RotNet 88.7 ± 0.3% 67.3 ± 1.2% -
(5) RS [16] 90.4 ± 0.5% 73.2 ± 2.1% 82.5%
(6) RS [16] w/ I.L. 91.7 ± 0.9% 75.2 ± 4.2% -

(7) k-means [32] w/ CL 73.2 ± 0.1% 58.8 ± 1.5% 73.1%
(8) KCL [21] w/ CL 73.9 ± 0.1% 57.4 ± 3.6% 74.3%
(9) MCL [23] w/ CL 72.3 ± 0.2% 50.8 ± 3.1% 75.2%
(10) RS [16] w/ CL 89.0 ± 0.1% 54.6 ± 1.8% 82.7%

(11) Ours 93.4 ± 0.6% 76.4 ± 2.8% 86.7%

In fig. 2 we show the t-SNE projection for the features of
data from the 5 unlabelled classes in CIFAR-10. The features
are extracted using the model pretrained on the labelled data
(fig. 2 left) and using our model (fig. 2 right) respectively.
We can see that the embedding is rather cluttered using the
model pretrained on the labelled data, while our model can
successfully partition the unlabelled data into tight semantic
groups.

4.2. Novel category discovery on video benchmarks

In table 2, we compare our framework with k-means base-
line and [16] on Kinetics-400 and VGG-Sound benchmarks.
In rows 1-3, we train the models on labelled data with cross-
entropy loss, and extract the features on unlabelled data for
k-means. We validate features from multi-modalities as well
as each single-modality. The multi-modal features are more
effective than the single-modal features. We also train the
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Figure 2: Qualitative results on unknown classes of
CIFAR-10. Left: model trained on the labelled data only.
Right: our model after end-to-end training on both labelled
and unlabelled data. Color denotes the ground truth.

model with self-supervised contrastive learning and run k-
means one the learned features (row 4). This is less effective
than the baseline in row 3. To compare with the previous
state-of-the-art method [16], which is designed for image cat-
egory discovery, we implement its multi-modal counterpart
(row 5) and also enhance it by replacing the original RotNet
pretraining with our improved contrastive learning (row 6).
It can be seen from row 7 that the contrastive learning intro-
duced in our framework can further boost the performance
of [16], and our approach consistently outperforms the k-
means baseline and [16] by a large margin. For example, our
method achieves 56.5%/50.0% ACC on Kinetics-400/VGG-
Sound, while [16] only gives 31.2%/38.6% ACC. Interest-
ingly, we found that [16] results in row 5-6 are less effective
than the k-means baseline. We conjecture that ranking statis-
tics in [16] only considers the most salient features when
generating pseudo labels to train on unlabelled data. This
might be sufficient for images but not for complex videos,
e.g., different actions may share background or sub-actions,
and ranking statistics may wrongly recognize them as pos-
itive pairs, leading to poor performance. In contrast, WTA
considers holistic structure, and suffers much less from this.

Table 2: Novel category discovery on video benchmarks.
No Method audio video Kinetics-400 VGG-Sound

(1) k-means [32] 7 3 40.9% 32.4%
(2) k-means [32] 3 7 18.7% 41.7%
(3) k-means [32] 3 3 41.1% 43.4%

(4) CL [6] + k-means 3 3 34.7% 28.1%

(5) RS [16] w/ RotNet 3 3 31.2% 38.6%
(6) RS [16] w/ CL 3 3 33.5% 42.2%

(7) Ours 3 3 56.5% 50.0%

We compare the features on videos in fig. 3. For visualisa-
tion purpose, we randomly choose unlabelled instances from
10 classes from Kinetics-400, we can see that our model
can successfully separate novel classes into compact groups,
while the novel categories are projected very close to each
other for the baseline model trained with full supervision on
the labelled data.
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Figure 3: Qualitative results on Kinetics-400. Left: model
trained on the labelled data only. Right: our model after end-
to-end training on both labelled and unlabelled data. Color
denotes the ground truth.

4.3. Ablation study

Component analysis. We validate the effectiveness of
each component of our method during training on both image
and video benchmarks. The results are reported in table 3.
As can be seen, all components are important to our method.
Removing the BCE loss causes the most performance drop.
Namely, the ACC drops from 93.4%→ 32.2% on CIFAR-
10, 76.4%→ 15.5% on CIFAR-100 and 56.5%→ 5.8% on
Kinetics-400, suggesting that the WTA-hashing comparison
can indeed generate reliable pairwise pseudo labels for the
BCE loss. Removing the contrastive learning leads to signifi-
cant performance drop (row 4 vs row 7). By comparing rows
5-7, we can see that category (NCE-C) or instance (NCE-I)
discrimination alone is not good enough for the task of novel
category discovery, and incorporating both is very effective.

Table 3: Ablation study on image and video benchmarks.
MSE: consistency constraint; CE: cross entropy loss; BCE:
binary cross entropy loss; NCE-I: NCE for instance discrim-
ination; NCE-C: NCE for category discrimination.

No MSE CE BCE NCE-I NCE-C CIFAR-10 CIFAR-100 Kinetics-400

(1) 7 3 3 3 3 91.3 ± 1.4% 74.7 ± 2.9% 50.9%
(2) 3 7 3 3 3 77.4 ± 5.4% 68.5 ± 4.7% 24.5%
(3) 3 3 7 3 3 32.2 ± 1.8% 15.5 ± 1.2% 5.8%
(4) 3 3 3 7 7 89.8 ± 0.9% 70.1 ± 4.5% 47.6%
(5) 3 3 3 7 3 91.3 ± 0.8% 76.0 ± 2.4% 52.8%
(6) 3 3 3 3 7 91.6 ± 1.2% 75.2 ± 3.1% 51.7%
(7) 3 3 3 3 3 93.4 ± 0.6% 76.4 ± 2.8% 56.5%

Table 4: Multi-modal contrastive learning. “(a, a)” de-
notes audio-modal contrastive; “(v, v)” denotes visual-
modal contrastive; and “(a, v)” denotes cross-modal con-
trastive.

No NCE-I NCE-C Kinetics-400

(1) (a, a) + (v, v) - 46.2%
(2) (a, a) + (v, v) (a, a) + (v, v) 51.4%
(3) (a, a) + (v, v) (a, v) 49.1%
(4) (a, v) - 51.7%
(5) (a, v) (a, a) + (v, v) 56.1%
(6) (a, v) (a, v) 56.5%

Multi-modal contrastive learning. As mentioned in sec-
tion 3.1, for multi-modal data like videos, we can have mul-
tiple contrastive options. Namely, we can conduct within-



modal and cross-modal contrastive learning for each of NCE-
I and NCE-C. We present the results of different options
in table 4. By comparing rows 1 and 4, we can see that
cross-modal is more effective than within-modal instance
discrimination. It can be seen from rows 1-3 and rows 4-6
that NCE-C can effectively improve the representation for
novel category discovery. Also, it is important to consistently
use either within-modal or cross-modal discrimination for
NCE-I and NCE-C (row 2 vs row 3; row 5 vs row 6). Overall,
cross-modal contrastive learning for NCE-I and NCE-C (row
6) performs notably better than all other cases. We hypoth-
esize this is because enforcing the cross-modal agreement
can avoid the modal falling into the trivial solution, such as
simply identifying the most salient visual or audio features.
The modality discrepancy can effectively avoid such cases,
thus improving the quality of learned representation.

4.4. Analysis on WTA

Hyperparamters of WTA. We obtain the two hyper-
paramters of WTA, i.e. threshold µ and window size k,
by examining different values on the labelled data. To do
so, we further split the labelled data into a smaller labelled
subset and an unlabeled subset (i.e. pretending part of the
labelled data to be unlabelled), and find µ and k that give the
best results on the unlabelled subset. More specifically, for
Kinetics-400, we split 350-class labelled set into a 300-class
labelled subset and a 50-class unlabelled subset. For VGG-
Sound, we split the 270-class labelled subset into 231-class
labelled subset and 39-class unlabelled subset respectively.
The number of unlabelled classes used here are the same as
the unlabelled classes in the main experiments. Taking the
empirical WTA window size k = 4 in [48], we experiment
with different threshold µ and report the results in table 5.
We find that the performance is generally stable for µ greater
than 200. We set µ to 240 in our experiments. Note that the
feature vectors have a dimension of 512. Given µ = 240, we

Table 5: Performance of different WTA threshold.
Dataset 130 180 200 240 260 300

Kinetics-400 19.4 39.7 55.2 54.5 54.8 54.5

VGG-Sound 21.5 41.6 49.6 51.3 50.9 47.9

sweep different k and report the results in table 6. We find
that the k = 4 and k = 8 perform comparably well, and they
are both better than k = 2 and k = 16. Hence, we simply
use the k = 4 in our experiments.

Table 6: Performance of different WTA window size.
Dataset k = 2 k = 4 k = 8 k = 16

Kinetics-400 52.6 56.7 55.9 49.4

VGG-Sound 46.2 51.8 51.0 48.3

Comparing WTA with other alternatives. To better under-
stand the role of WTA in our framework, we investigate other
alternatives, namely, cosine similarity, ranking statistics, and
nearest-neighbour, to transfer pseudo labels on-the-fly for
both [16] and our framework. We report the results in table 7.
It can be seen from the last row that simply replacing ranking
statistics by WTA for [16] only shows marginal improve-
ment, while our method significantly outperforms [16] in
all cases (using WTA or any other alternative). WTA con-
sistently performs better than ranking statistics. Intuitively,
global ranking (ranking statistics) focuses on the most sig-
nificant values in the feature space, while WTA considers
multiple partial orders in random subsets of feature dimen-
sions. Thus, WTA will consider values spread out the feature
space when making the decision, avoiding the comparison
to be dominated by high frequency noise or biased by small
local regions, which is likely to be the case for global rank-
ing. For example, as shown in [53], modern CNNs are likely
to focus only on the (local) parts when recognizing objects
(e.g., the beak of a bird), while sometimes the model could
focus on the wrong parts, resulting completely wrong pre-
dictions. By considering multiple partial rankings, WTA can
have a holistic view of the object, leading to more reliable
comparison results in a unified framework learning.

Table 7: WTA vs other alternatives. We compare results
of [16]/our method using different pairwise pseudo label
generation methods.

Method CIFAR-10 CIFAR-100 Kinetics-400

cosine 90.1%/92.1% 73.3%/75.4% 28.3%/35.4%

nearest-neighbour 90.2%/91.8% 69.7%/73.6% 22.7%/19.6%

ranking statistics [16] 90.4%/92.3% 73.2%/74.7% 31.2%/37.4%

WTA 90.5%/93.4% 73.4%/76.4% 38.5%/56.5%

5. Conclusion

We have presented a flexible end-to-end framework to
tackle the challenging problem of novel category discov-
ery. First, we extended the conventional contrastive learn-
ing to perform instance discrimination as well as category
discrimination jointly by making full use of the labelled
data and unlabelled data. Second, to successfully transfer
knowledge from the labelled data to the unlabelled data, we
employed the WTA hashing algorithm to generate pair-wise
weak pseudo labels for training on unlabelled data, which
is the key to automatically partition the unlabelled data into
proper groups after training. Third, for multi-modal data, we
investigated different ways of contrastive learning and we
empirically found that cross-modal noise contrastive estima-
tion performs consistently better than other options. Last, we
thoroughly evaluated our approach on challenging image and
video benchmarks and obtain superior results in all cases.
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Appendices

A. Effects of different WTA hyperparameters
on test set

To further validate the effectiveness of the WTA hyperpa-
rameters tuning method (described in section 4.4 of the main
paper) under our setting, we conduct experiments on real
test set. More specifically, we first take the empirical WTA
window size k = 4 in [48] to run experiment with different
threshold µ and report the results in table 8. We find that
conclusion is generally consistent with what we observe in
“validation set” (i.e., the subset in the labelled data that is
pretended to be unlabelled), e.g., the performance is gener-
ally stable for µ greater than 200. For kinetics-400, the best
performance (55.2) is achieved when µ = 200 in “valida-
tion set”, whereas the best number (56.5) is observed when
µ = 240 in test set. For VGG-Sound, the best performance
(51.3) is obtained when µ = 240 in “validation set”, whereas
the best number (50.2) is observed when µ = 200 in test set.
Given that the performance difference between µ = 240 and
µ = 200 is small, and they are neighbouring values in the
sweeping set, the hyperparemeter tuning method described
in section 4.4 of the main paper appears to be an effective
method. We choose µ = 240 for both datasets according
to the “validation set” to slightly favor the performance on
VGG-Sound, as the performance on VGG-Sound is generally
worse than that on kinetics-400.

Table 8: Performance of different WTA threshold.
Dataset 130 180 200 240 260 300

Kinetcis-400 22.7 40.8 55.3 56.5 56.2 55.8

VGG-Sound 21.2 44.2 50.2 50.0 49.4 49.3

Similarly, given µ = 240, we sweep different k and
report the results in table 9. We also find that the k = 4 and
k = 8 perform comparably well, and they are both better
than k = 2 and k = 16. The conclusion remains the same
as what we find on “validation set”.

Table 9: Performance of different WTA window size.
Dataset k = 2 k = 4 k = 8 k = 16

Kinetcis-400 53.4 56.5 56.1 51.2

VGG-Sound 49.2 50.0 51.1 49.7

B. Unknown class number in unlabelled data
Following Han et al. [16], we assume the number of the

classes, Cu , in the unlabelled data is known a-priori. When
Cu is not known, we can use the method introduced in
DTC Han et al. [18] to estimate Cu first, and then substi-
tute the estimated number into our framework. We evaluate

the performance of our approach on ImageNet using the un-
known category numbers estimated by DTC. The estimates
are 34/32/31 and the ground-truth numbers are 30/30/30
on the three unlabelled subsets. The average accuracy over
three subsets is 84.1% which outperforms Han et al. [16] by
3.6%.

C. Unsupervised clustering
We further experiment with our approach for pure unsu-

pervised clustering on the unlabelled subset of CIFAR10 and
CIFAR100, which contains 5 and 20 classes respectively,
by simply dropping the labelled data. Our method achieves
84.6% and 61.5% on the two datasets respectively, while the
results by k-means baseline (using features extracted by the
model trained on the labelled subset) are 65.5% and 56.6%
respectively (see table 1 in the main paper), showing the
superiority of our approach. This reveals that our method is
also an effective clustering method.


