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Abstract

We propose a hierarchical graph neural network (GNN)
model that learns how to cluster a set of images into an un-
known number of identities using a training set of images
annotated with labels belonging to a disjoint set of identi-
ties. Our hierarchical GNN uses a novel approach to merge
connected components predicted at each level of the hierar-
chy to form a new graph at the next level. Unlike fully unsu-
pervised hierarchical clustering, the choice of grouping and
complexity criteria stems naturally from supervision in the
training set. The resulting method, Hi-LANDER, achieves
an average of 54% improvement in F-score and 8% increase
in Normalized Mutual Information (NMI) relative to cur-
rent GNN-based clustering algorithms. Additionally, state-
of-the-art GNN-based methods rely on separate models to
predict linkage probabilities and node densities as interme-
diate steps of the clustering process. In contrast, our unified
framework achieves a seven-fold decrease in computational
cost. We release our training and inference code here.

1. Introduction

Clustering is a pillar of unsupervised learning. It con-
sists of grouping data points according to a manually speci-
fied criterion. Without any supervision, the problem is self-
referential, with the outcome being defined by the choice
of grouping criterion. Different criteria yield different so-
lutions, with no independent validation mechanism. Even
within a given criterion, clustering typically yields multiple
solutions depending on a complexity measure, and a sep-
arate model selection criterion is introduced to arrive at a
unique solution. A large branch of unsupervised clustering
methods follow the hierarchical/agglomerative framework
[44, 45, 48], which gives a tree of cluster partitions with
varying granularity of the data, but they still require a model
selection criterion for the final single grouping. Rather than

*Indicates equal contribution.

engineering the complexity and grouping criteria, we wish
to learn them from data.’ Clearly, this is not the data we
wish to cluster, for we do not have any annotations for
them. Instead, it is a different set of training data, the meta-
training set, for which cluster labels are given, correspond-
ing to identities that are disjoint from those expected in the
test set. For example, the test set might be an untagged col-
lection of photos by a particular user, for which there exists
a true set of discrete identities that we wish to discover, say
their family members. While those family members have
never been seen before, the system has access to different
photo collections, tagged with different identities, during
training. Our goal is to leverage the latter labeled training
set to learn how to cluster different test sets with unknown
numbers of different identities. This is closely related to
“open-set” or “open universe” classification [43, 27].

We present the first hierarchical/agglomerative cluster-
ing method using Graph Neural Networks (GNNs). GNNs
are a natural tool for learning how to cluster [56, 62, 61], as
they provide a way of predicting the connectivity of a graph
using training data. In our case, the graph describes the
connectivity among test data, with connected components
ultimately determining the clusters.

Our hierarchical GNN uses a novel approach to merge
connected components predicted at each level of the hier-
archy to form a new graph at the next level. We employ a
GNN to predict connectivity at each level, and iterate until
convergence. While in unsupervised agglomerative clus-
tering convergence occurs when all clusters are merged to
a single node [45, 48], or when an arbitrary threshold of
an arbitrary model complexity criterion is reached, in our
case convergence is driven by the training set, and occurs
when no more edges are added to the graph by the GNN.
There is no need to define an arbitrary model selection cri-
terion. Instead, the “natural granularity” of the clustering
process is determined inductively, by the ground truth in

1Of course, every unsupervised inference method requires inductive bi-
ases. Ours stem naturally from supervision in the meta-training set and
density in the inferred clusters.
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the training set. Unlike prior clustering work using GNNs
[56, 62, 61], we perform full-graph inference to jointly pre-
dict two attributes: linkage probabilities at the edges, and
densities at the nodes, defined as the proportion of similar
vertices that share the same label within a node’s neighbor-
hood [14, 3, 61]. The densities establish a relative order
between nodes [3, 61], which is then used to guide the con-
nectivity. Nodes at the boundary between two ground-truth
clusters, or nodes having a majority of their neighbors be-
longing to different classes, tend to have a low density, and
accordingly a low expectation of linkage probability to their
neighbors. Prior methods predict the edge connectivity as a
node attribute on numerous sampled sub-graphs [56, 61];
ours directly infers the full graph and predicts connectivity
as an attribute of the edges. Also, prior methods require sep-
arate models for the two attributes of linkage probabilities
and node densities, whereas ours infers them jointly. This
is beneficial as there is strong correlation between the two
attributes, defined by the ground truth. A joint model also
achieves superior efficiency, which enables hierarchical in-
ference that would otherwise be intractable. Compared to
the two separate models, we achieve a seven-fold speedup
from 256s to 36s as shown in Table 1.

In terms of accuracy, Our method achieves an average
54% improvement in F-score, from 0.391 to 0.604, and an
average 8% increase in NMI, from 0.778 to 0.842 com-
pared to state-of-art GNN based clustering methods [61, 56]
over the face and species clustering benchmarks as shown
in Table 3. Furthermore, the pseudo-labels generated by
our clustering of unlabeled data can be used as a regular-
ization mechanism to reduce face verification error by 14%,
as shown in Table 4, from 0.187 to 0.159 in compared to
state-of-art clustering methods, allowing us to approach the
performance of fully supervised training at 0.136.

In the next section, we summarize our contributions in
the context of prior related work. In Section 3 we introduce
the technical innovations of our paper, and in Section 4 we
detail our experiment results. We discuss failure modes and
limitations of our method in Section 5.

2. Related Work and Contributions

Unsupervised Visual Clustering Traditional unsupervised
clustering algorithms utilize the notion of similarity be-
tween objects, such as K-means [28] and hierarchical ag-
glomerative methods [34, 44, 40]. [5] extends Hierarchi-
cal Agglomerative Clustering (HAC) [44] with a distance
based on node pair sampling probability. Approaches based
on persistent-homology [66] and singular perturbation the-
ory [35] deal with the scale-selection issue. [14, 3, 8] uti-
lize a notion of density defined as the proportion of similar
nodes within a neighborhood. Spectral clustering methods
[35, 17, 51] approximate graph-cuts with a low-dimensional
embedding of the affinity matrix via eigen-decomposition.

Graclus [13] provides an alternative to spectral clustering
with multi-level weighted graph cuts. H-DBSCAN [&] re-
moves the distance threshold tuning in [14]. FINCH [42]
proposes a first neighbor heuristic and generates a hierar-
chy of clusters. More recent unsupervised methods [24, 25]
utilize deep CNN features. [65] proposes a Rank-Order
distance measurement. Our hierarchical design relates the
most to [42], however, instead of the heuristic to link the
first-neighbor of each node for edge selection, which is
prone to error and has limited capability in dealing with
large-scale complex cluster structures, we use a learnable
GNN model.

Supervised Visual Clustering Supervised graph neural
network-based approaches [56, 62, 64, 62, 61] perform
clustering on a k-NN graph. In contrast to these methods
that produce only a single partition, our method generates a
hierarchy of cluster partitions and deals with unseen com-
plex cluster structures with a learnt convergence criterion
from the natural granularity of the “meta-training” set. In
contrast to [61] which requires two separate models to per-
form edge connectivity and node density estimation, our
method jointly predicts these two quantities with a single
model of higher accuracy and efficiency (Table 1). Fur-
thermore, [56, 61] estimate linkage as a node attribute on
sub-sampled graphs, whereas we estimate it as an edge at-
tribute with natural parallelization through full-graph infer-
ence and significantly reduce runtime (Table 5). [1] uses
a two-step process that first refines visual embeddings with
a GNN and then runs a top-down divisive clustering, with
testing limited to small datasets. In contrast, our method
performs clustering as a graph edge selection procedure.

Hierarchical Representation Hierarchical structures have
also been extensively studied in many visual recognition
tasks [36, 22, 29, 58, 31, 15, 33, 23]. In this paper, our
hierarchy is formed by multiple £-NN graphs recurrently
built with clustering and node aggregation, which are learnt
from the meta-training set. Hierarchical representation has
also been explored in the graph representation learning lit-
erature [63, 9, 4, 19, 18, 26]. There, the focus is to learn a
stronger feature representation to classify graph [63] or in-
put nodes [ 8] into a closed set of class labels. Whereas, our
goal is to “learn” to cluster from a meta-training set whose
classes are disjoint to those of test-time.

Graph Neural Networks in Visual Understanding The
expressive power of GNNs in dealing with complex graph
structures is shown to benefit many visual learning tasks
[21, 16, 10, 55, 49, 12, 59, 60, 11, 6, 57]. [16] samples
and aggregates embeddings of neighboring nodes. [49] fur-
ther advances [16] with additive attention. [10] uses a batch
training scheme based on [ | 6] to reduce computational cost.
[55] performs node classification with edge convolution and
feature aggregation through max-pooling. Our method dif-
fers from [55] in that we use a unified model that jointly
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Figure 1. The proposed hierarchical clustering framework Hi-LANDER. Images are embedded into a k-NN graph with their visual features.
The green, yellow and blue image boundaries illustrate that they belong to three different classes; same for the color of the graph nodes.
At each level of the hierarchy, our base LANDER model outputs a set of selected edges and thus intermediate clusters. These clusters are
then grouped into super-nodes as input for the next level. The process continues til convergence, i.e., when no more edges are added to the
graph. Weights of LANDER are shared across multiple levels of the hierarchy. Best viewed in color.

learns node densities and edge linkages with two supervi-
sion signals. Furthermore, our GNN learns the edge selec-
tion and convergence criteria for a hierarchical agglomera-
tive process.

Contributions We propose the first hierarchical structure
in GNN-based clustering. Our method, partly inspired by
[42], refines the graph into super-nodes formed by sub-
clusters and recurrently runs the clustering on the super-
node graphs, but differs in that we use a learnt GNN to
predict sub-clusters at each recurrent step instead of an arbi-
trary manual grouping criterion. At convergence, we trace
back the predicted cluster labels on the super-nodes from
the top-level graph to the original data points to obtain the
final cluster.

Our method converges to a cluster based on the level of
granularity established by ground truth labels in the training
set. Although the identities are different from the test set,
they are sufficient to implicitly define a complexity criterion
for the clustering at inference time, without the need for a
separate model selection criterion.

To run multiple iterations of the GNN model efficiently
and effectively, we design a base model that approximates
label-aware linkage probabilities and densities of similar
nodes that share the same label. The densities are useful for
additional regularization and refining edge selection. We re-
fer to this base model as our Link Approximation aNd Den-
sity Estimation Refinement (LANDER) module. Finally, we
denote our hierarchical clustering method Hi-LANDER and
Figure 1 illustrates its structure.

The key innovation of our method is two-fold: 1) we
produce a hierarchy of cluster partitions instead of a sin-
gle flat partition of [62, 56, 61]; 2) We perform full-graph
inference to jointly predict attributes of both nodes and
edges, whereas prior GNN methods used sub-graph infer-
ence and separate models for node and edge attribute pre-

diction. These innovations are collectively responsible for
improving the clustering performance by an average of 54%
F-score and 8% NMI over existing GNN-based methods.

3. Methodology
3.1. Clustering with a £.-NN Graph

Formally, given a set of N images D = {I;}}¥ , and their
corresponding visual embeddings F' = {f;}¥,, we first
construct an affinity graph G = {V, E'}, where |V| = N,
via k-nearest neighbors determined w.r.t. cosine similar-
ity, i.e., the inner-product of the normalized visual embed-
dings. Each image (for example one face crop) entails one
object to cluster and represents a node in the graph, with
the node feature being its visual embedding f;. The edges
connect each node to its k neighbors. Per the clustering
paradigms in [14, 8, 3, 42, 56, 61, 37], a function ¢ takes
as input the affinity graph G and the node features F', and
produces an edge subset E' C E, i.e. E' = ¢(G, F). The
resulting graph G’ = {V, E'} is then split into connected
components, with each corresponding to a cluster of nodes.
Our method is built upon this k-NN graph based clustering
paradigm.

3.2. Hierarchical Generalization to Hi-LANDER

In order to model the natural level of granularity of clus-
ters in a dataset, we propose a hierarchical generalization
to the above single-level k-NN based clustering paradigm.
Given a set of initial visual embeddings F’ and a small
fixed value of k,” we iteratively generate of a sequence of
graphs G; = {V}, E;} and the corresponding node features
H; = {h;}, where i = 1...|Vj]and = 1..., using a

2We emphasize that k is a hyper-parameter tuned with the meta-training
/ validation set.



base cluster function ¢ and an aggregation function . Al-
gorithm 1 summarizes the proposed hierarchical generaliza-
tion process.

To start, we define (G; as the (G in Section 3.1 and H, =
{f:}. The function ¢ performs the following operation

E| = ¢(G;, Hy), (1)

taking as input the node features and k-NN graph at level
! and producing the selected edge subsets E;. As a result,
the graph G} = {V}, E}} is split into multiple connected
components. We define the set of connected components in

G as {cz(l)}gl“‘, where cgl) is the i-th element.
In order to generate G;11, we obtain Vi, H;y; and
Ej41 as follows. First, we define the i-th node in G4,

U(l+1), as an entity representing the connected compo-

1
nent cgl). Next, we generate the new node feature vectors

through an aggregation function 1, which performs
Hyy1 = ¢(H;, GY), 2)

It aggregates the node features in each connected compo-
nent cz(-l) into a single feature vector respectively. Finally,
we obtain Eji; by searching for k-nearest-neighbors on
H,; ., and connecting each node to its k neighbors.

The generation converges when no more new edges are
added, i.e., El’ = . We define L to be the length of the con-
verged sequence. For the final cluster assignment, starting
with G, we assign cluster identity (ID) 7 to the connected

EL), which propagates the ID ¢ to all its nodes
{vﬁL)|v§L) € CEL)}. Then, each UEL) propagates its label
to the corresponding connected component cZ(-Lfl) of the
previous iteration. This ID propagation process eventually
assigns a cluster ID to every node in V7, and this assignment
is used as the final predicted clustering.

In the following sections, we describe the design of the
base cluster function ¢, the aggregation function 1 and
how we learn the overall Hi-LANDER model with a meta-
training set. We also adopt the name LANDER to refer to
our underlying single-level model, akin to a single iteration
of Hi-LANDER.

component ¢

3.3. Realizing the Cluster Function ¢

To achieve high accuracy, we design ¢ as a learnable
GNN model for clustering in a supervised setting to deal
with complex cluster structures, where each node v; in V'
comes with a cluster label y;, but only in the meta-training
set. Unlike unsupervised clustering methods, we do not en-
gineer an explicit grouping criterion but learn it from data.
State-of-art supervised clustering methods [56, 61] show
that density and linkage information are effective supervi-
sion signal to learn the GNN model and we use both of
them. However, unlike prior work, to improve both effi-
ciency and accuracy, we jointly predict these two quantities

Algorithm 1: Hierarchical Generalization

Input N, F, k;
[+ 1;
H1 “— F;
while not converged do
G| + k-nearest-neighbor(H;, k);
El, < ¢(G1,Hl) 5
G + connected-components(E)) ;
Hypy —Y(H, G s
l+—1+1;
end
ID < id-propagation({G;},{G}}) ;
Return ID

using the embeddings produced by a single graph encoder.
The linkage and density estimates are then passed through a
graph decoding step for determining edge connectivity and
thus cluster prediction. Below details our LANDER design.
Graph Encoding For each node v; with corresponding in-
put feature h;, a stack of Graph Attention Network (GAT)
[49] layers encode each h; as the new feature or embedding
. In general though, we found that alternative encoders
(e.g., vanilla graph convolutional network layers), produce
similar performance (see appendix).
Joint prediction for density and linkage For each edge
(vi,v;) in E, we concatenate the source and destina-
tion node features obtained from the encoder as [hf, h’],
where [, -] is the concatenation operator, and feed it into
a Multi Layer Perceptron (MLP) layer followed by a soft-
max transformation to produce the linkage probabilities
pi; = P(y; = y;), i.e., an estimate of the probability that
this edge is linking two nodes sharing the same label. We
also use this value to predict a node pseudo-density estimate
d;, which measures the similarity-weighted proportion of
same-class nodes in its neighborhood.’

For this purpose, we first quantify the similarity a;; be-
tween nodes v; and v; as the inner product of their respec-

tive node features, i.e., a;; = (h;, h;). Subsequently, we
compute corresponding edge coefficients as €;; as
éij = P(yi =y;) — P(yi # y;) 3)

where j indexes the k nearest neighbors of v;. We may then
define d; as

k
~ 1 .
d; = E ;sz * Qg “4)

This estimator is designed to approximate the ground-truth
pseudo-density d;, which is obtained by simply replacing
éij in Eq 4 Wlth eij = ]]-(yz = yj) — l(yl 7& yj) using

3Note that d; is only a density proxy, not a strict non-negative density
that sums to one.



the ground-truth class labels, where 1 is the indicator func-
tion. By construction, d; is large whenever the most similar
neighbors have shared labels; otherwise, it is small. And
importantly, by approximating d; in terms of é;; via p;;, the
resulting joint prediction mechanism reduces parameters for
the prediction head during training (see Section 3.5 below),
allowing the two tasks to benefit from one another.

Graph Decoding Once we obtain the linkage probabilities
and node density estimates, we convert them into final clus-
ters via the following decoding process. Prior methods rely
on an analogous decoding step [3, 61]; however, herein we
tailor this process to incorporate our joint density and link-
age estimates. Initially we start with E/ = @. Given é;;,
a?i, p;; and an edge connection threshold p., we first define
a candidate edge set £(i) for node v; as

5(2) = {j|(1}i,1}j) € F and CZL < Cij andpij > p.r}. 5
For any 4, if £(7) is not empty, we pick

J = argmax é;; (6)
JEE®)
and add (v;,v;) to E’. We emphasize that the selection
of the edge connection threshold p, is a hyper-parameter
tuning process only on the validation set split from the
meta-training set. It stays fixed after meta-training. This is
different from the arbitrary parameter selection in unsuper-
vised agglomerative clustering where the selection criteria
will likely need to change across different test sets.
Additionally, the definition of £(i) ensures that each
node v; with a non-empty £(i) adds exactly one edge to
E’. On the other hand, each node with an empty £(¢) be-
comes a peak node with no outgoing edges. Meanwhile,
the condition d; < d; introduces an inductive bias in estab-
lishing connections. As nodes with low density tend to be
those ones having a neighborhood that overlaps with other
classes, or nodes on the boundary among multiple classes,
connections to such nodes are often undesirable. After a full
pass over every node, E’ forms a set of connected compo-
nents G’, which serve as the designated clusters.

3.4. Realizing the Aggregation Function ¢

Recall that we denote cgl) to be the ¢-th connected com-

ponent in G}. To build G;41 = {Vj41, Ej41}, we first con-

vert cgl) in Gy to node v£l+1) in Vi41. We define two node

feature vectors for the new node, namely the identity feature

EEZH) and the average feature EEZH) as

1 -
STRY

(0
e jec®

RD = 0 and R =

where m; = argmax; _ cZ(»l), represents the peak node

index of the connected component cl(-l). Additionally, in the

first level, izl(-o) = Bl(-o) = f;, where f; is the visual embed-
ding feature.

The next-level input feature for the base cluster function
¢ of node vflﬂ) is the concatenation of the peak feature
and average feature, i.e., hit' =[BT RTY] We em-
pirically found that directly using one of the features pro-
duces similar performances as the concatenation on some
validation sets and we left this as a hyper-parameter. The
identity feature 155.” can be used to identify similar nodes
across hierarchies, while the average feature Bff) provides
an overview of the information for all nodes in the cluster.

3.5. Hi-LANDER Learning

Because the merged features for super nodes, hglﬂ) and
BZ(-ZH), always lie within the same visual embedding space
as the node features h(Y) of the previous level, the same
GNN model parameters can be shared across multiple levels
of the hierarchy structure in learning the natural granularity
of the cluster distribution of the meta-training set.
Hierarchical Training Strategy Given k& and the ground
truth labels, we can determine the level L at which the hier-
archical aggolemeration convergences. Thus, we build the
sequence of graphs {G)} with respect to the algorithm de-
picted in Algorithm 1, the only difference being that we
use the ground-truth edge connections {£,} at all lev-
els and thus ground-truth intermediate clusters {G;g"} for
graph constructions. We initialize LANDER, and train it
on all intermediate graphs {G;}. In one epoch, we loop
through each G, perform a forward pass on graph {G,},
compute the loss as will be defined next, and then update
the model parameters with backpropagation.

Training Loss The Hi-LANDER model is trained using the
composite loss function given by

L= Econn + £d6n~ (8)

The first term L,,,,, provides supervision on pair-wise link-
age prediction via the average per-edge connectivity loss

1
£conn = _E Z lijv (9)
(vi Vs ) EE

where [;; is the per-edge loss in the form

L {qw’ log pij + (1 — gi5) log(1 — pi;), if di < d;
* 0, otherwise
(10)
Here the ground truth label ¢;; = 1(y; = y,) indicates
whether the two nodes connected by the edge belong to the
same cluster, and can be computed across all levels as de-
scribed previously (similarly for the ground-truth d; derived
from the g;; values). Meanwhile, the second term £ g, rep-



resents the neighborhood density average loss given by

V]

1 o
‘cden:mzndz_dlug (11)
i=1

During training, both L ,,, and L4, are averaged across
data from all levels. Note that prior work has used con-
ceptually related loss functions for training GNN-based en-
coders [61]; however, ours is the only end-to-end frame-
work to do so in a composite manner without introducing a
separate network or additional parameters.

4. Experimental Results

We evaluate Hi-LANDER across clustering benchmarks
involving image faces, video faces, and natural species
datasets. First, we show the sensitivity of our method to
early-stopping and illustrate that it is only used to reduce
complexity without affecting accuracy. We also illustrate
ablation experiments over the model components. We then
evaluate clustering performance under both settings of same
train-test and unknown test-distributions. We further show
the advantage of Hi-LANDER via a semi-supervised face
recognition task with pseudo label training. Finally, we an-
alyze the runtime cost.

We compare with the following baselines. The unsuper-
vised methods include DB-SCAN [14], ARO [37], HAC
[44], H-DBSCAN [8], Graclus [13] and FINCH [42], where
the latter four are hierarchical baselines. The supervised
baselines include L-GCN [56], GCN-V [61] and GCN-E
[61]. Hyperparameters for the baselines are tuned to report
their best performances respectively. For example, we tune
the optimal MinPts parameter for H-DBSCAN. Supervised
GNN baselines have their best parameters tuned with the
validation sets (part of the meta-training set), e.g., we tune
the optimal k-NN k and 7 parameters for GCN-V/E.

4.1. Evaluation Protocols

Datasets For face clustering, we use the large-scale im-
age dataset TrillionPairs [2] and randomly choose one-tenth
(660K faces) for training. For testing, we use IMDB (1.2
million faces) [52] and Hannah (200K faces) [38]. Han-
nah has no overlapping person identities with the Trillion-
Pairs training set, whereas IMDB has a small overlap (less
than 2%). Features for all face datasets are extracted from
a state-of-the-art embedding model [53] trained on Trillion-
Pairs. The average cluster size of TrillionPairs, IMDB, and
Hannah are 37, 25 and 800 respectively. For species clus-
tering, we use iNaturalist2018 [47]. We follow the open-set
train-test split for image retrieval as in [7], where the train-
ing (320K instances) and testing (130K instances) classes
are disjoint. Both splits have similar cluster size distribu-
tions with an average of 56 instances per class. Features are
extracted from a ResNet50 pretrained object retrieval model

from [7]. Table 6 of the appendix shows detailed statistics
of all datasets. For all clustering training sets, we reserve
20% for validation and hyper-parameter tuning. When fi-
nalized, we re-train on the entire training split with fixed
hyper-parameters. We use Deepglint and IMDB datasets
for pseudo label training for face recognition and evaluate
using the openset IJBC [32] benchmark.

Evaluation Metrics For clustering, we report the Normal-
ized Mutual Information (NMI) [50] capturing both homo-
geneity and completeness. We also report the pairwise and
bicubed F-score which are two types of harmonic mean of
the precision and recall of clustering prediction, denoted by
F, and Fy. We report the standard face recognition met-
rics, including False Non Match Rate (FNMR) @ various
False Match Rate (FMR) for verification and False Nega-
tive Identification Rate (FNIR) @ different False Positive
Identification Rate (FPIR) for identification.

4.2. Implementation Details

We use the validation sets to choose our optimal meta-
training hyper-parameters. k is set to 10 for k-NN graph
building and is fixed for inference for all settings and test-
sets. p, is set to 0.8 for face clustering and 0.1 for species.
Both face and species clustering use the identity feature
aggregation (detailed in Section 3.4). All validation sets
are part of the meta-training sets and we have no access to
any test information during hyper-parameter tuning. Due
to space limitations, sensitivity analysis to these hyper-
parameters and additional details are in the appendix.

4.3. Ablation Experiments

Sensitivity to Early-stopping The proposed agglomera-
tion process converges when there are no more new edges
added. Though this convergence is reached without an
explicit termination criterion, we observe that the process
can be terminated early without affecting much the final
clustering accuracy. Figure 2 shows the model sensitiv-
ity to early-stopping. The two dotted vertical yellow lines
indicate the iterations at which the early-stopping and fi-
nal convergence criteria are met. Clustering performance
(Fp/Fb/NMI) plateaus after the iteration of early-stopping
and there is no significant difference in accuracy and clus-
ter numbers predicted compared to the final convergence.
Therefore, simply for computational complexity consider-
ations, we terminate the agglomeration early if computa-
tional cost is a concern. This choice is neither an arbitrary
termination criterion nor a complexity / accuracy trade-off,
rather, it is merely a computational expedient. Since there
is no performance loss at early-stopping, we report perfor-
mances with early-stopping in all subsequent sections.

Our early stopping criteria is based on the following ob-
servation. In the case where all clusters are k-ary trees, the
number of new edges created at one level should be < 1/k



of the number of edges created in the previous level. This
matches the behavior in the early hierarchies when multi-
ple intermediate clusters are merged. In the last couple of
iterations, the model adds very few number of edges for sev-
eral levels before an exact convergence. Therefore, if at any
level the new edges created is more than 1/k of the previous
one, one can choose to early stop the agglomeration.

Hannah Sensitivity to Early Stopping
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Figure 2. Sensitivity to early-stopping. The two dotted vertical
yellow lines indicate the iterations at which the early-stopping and
final convergence criteria are met. Left y-axis shows the accuracy
of clustering prediction and right y-axis shows the predicted num-
ber of clusters (log-scale). The early-stopping is used to reduce

further iterations after the model is close to convergence.

Method Hannah Runtime

Fp Fb NMI [ sec
GCN-V+E [61] | 0.062 0.224  0.640 256.2
LANDER 0.065 0.234 0.644 449
Hi-LANDER 0.720  0.700 0.810 36.9
Table 1. Ablation experiments:1) value of joint prediction com-
pared to inference with two-separate models 2) value of hierarchy.

Value of Joint Inference We examine the effect of joint
inference in our single level LANDER model compared to
a prior GNN [61] that uses two-separate models in Table 1.
The joint model outperforms the baseline, with a 5% boost
in F-scores, while reducing the runtime by five-fold.

Value of Hierarchy Design We examine the effect of the
hierarchical design in Hi-LANDER in Table 1. Comparing
row two and three, combining LANDER with our hierar-
chical approach resulting in Hi-LANDER brings significant
gains in F-scores from 0.234 to 0.700 and increase in NMI
from 0.644 to 0.810 via modeling the data granularity using
a disjoint meta-training set with a learnt convergence.

4.4. Clustering Performance

Here, we compare Hi-LANDER with state-of-art unsu-
pervised and supervised methods under the setting where
the cluster size distributions of train and test data are similar.
For face, we sample a subset of IMDB to match the training
distribution of Deepglint, and name this sub-sampled test-
set as IMDB-Test-SameDist. For species, we use iNat2018-
Train and iNat2018-Test for training and testing since they
follow the same cluster size distribution. Table 2 shows the
results. Hi-LANDER consistently outperforms prior SOTA
unsupervised and supervised GNN baselines, with an av-
erage boost of 37% and 5% in F-scores, respectively. Su-

Method IMDB-Test-SameDist iNat2018-Test

Fp Fb  NMI | Fp Fb  NMI
DBSCAN[14] | 0.064 0092 0822 ] 0.100 0.116 0.753
ARO [37] 0012 0079 0821 | 0007 0062 0.747
HAC [44] 0598 0591 0904 | 0.117 0245 0.732
H-DBSCAN [8] | 0423 0628 0895 | 0.178 0241 0.754
Graclus[13] | 0014 0099 0829 | 0.003 0050 0.735
FINCH[42] | 0001 0001 0.155 | 0.014 0014 0283
LGCN [56] 0.695 0.779 00940 | 0069 0.125 0.755
GCN-V[61] | 0722 0753 0936 | 0300 0360 0.719
GCN-V+E[61] | 0.345 0.567 0.864 | 0273 0353 0.719

Hi-LANDER [ 0.793  0.795 0.947 [ 0330 0350 0.774
Table 2. Same train-test distribution clustering performance. First
six rows show the unsupervised baselines (latter four are hierar-
chical based) and the last four rows show the supervised GNN
based methods (including ours). Hi-LANDER outperforms both
prior SOTA unsupervised and supervised GNN methods, with an
average improvement of 37% and 5% in F-scores, respectively.

pervised baselines performs better than unsupervised ones
in this setting. We hypothesize that this is due to the do-
main specialization in dealing with complex cluster struc-
ture through GNN training on label-annotated datasets.

Method ‘ Hannah IMDB iNat2018-Test
| Fp Fb NMI | Fp Fb NMI | Fp Fb NMI
DBSCAN [14] 0.041  0.128 0.546 | 0.057 0.118 0.851 | 0.100 0.116  0.753
ARO [37] 0.001  0.018 0483 | 0.012 0.103 0.849 | 0.007 0.062 0.747
HAC [44] 0.197 0475 0521 | 0592 0.624 0923 | 0.117 0245 0.732
H-DBSCAN[8] | 0.112 0296 0.526 | 0395 0.641 0912 | 0.178 0.241  0.754
Graclus [13] 0.001  0.004 0452 | 0.018 0.131 0.857 | 0.003 0.050 0.735
FINCH [42] 0.265 0.258 0.338 | 0.001 0.001 0.089 | 0.014 0.014 0.283
LGCN [56] 0.002  0.098 0455 | 0.665 0.771 0.946 | 0.030 0.076  0.747
GCN-V [61] 0.056  0.218 0.637 | 0.634 0.768 0.948 | 0269 0.352 0.719
GCN-V+E [61] | 0.062 0224 0.640 | 0.589 0.732  0.940 | 0252 0.338 0.719

HI-LANDER | 0.720__0.700__0.810 | 0.765_0.79 0953 | 0.294 0352 0.764
Table 3. Clustering with unseen test data distribution. iNat2018-
Test results of the supervised methods are from models trained on
iNat2018-Train-DifferentDist. Hi-LANDER outperforms SOTA
GNN supervised and unsupervised methods, with an average F-
score boost of 54% and 51% respectively. On Hannah, where the
test-distribution is very different from that in meta-training, we
improve the F-score from 0.224 to 0.700 over prior GNN methods.

4.5. Clustering with Unseen Test Data Distribution

We also report clustering performance under the setting
where test-time distribution is unknown and different from
that of meta-training. Namely, parameters (such as 7 and
k-NN k in GCN-V/E and max cluster size in L-GCN) can-
not be adjusted in advance using test-time information. For
face clustering, we train with TrillionPairs-Train and test
on Hannah and IMDB. For species, we sample a subset of
the iNat2018-Train to attain a drastically different train-time
cluster size distribution as iNat2018-Test, which is named
as iNat2018-Train-DifferentDist. Table 3 illustrates the
results. Hi-LANDER outperforms prior SOTA supervised
baselines, with an average 54% F-score boost. Over Han-
nah, Hi-LANDER achieves a significant F-score improve-
ment from 0.224 to 0.700 and a NMI boost from 0.640 to
0.810, demonstrating its strong generalization capability to
unseen test distributions. Some unsupervised baselines such
as H-DBSCAN and HAC outperform the supervised base-



lines over Hannah, showing better generalization capability.
Despite being a supervised method, Hi-LANDER outper-
forms all unsupervised baselines across different test sets,
with an average 51% boost in F-scores, owing to the strong
expressive power of our unified GNN LANDER model.

Method 1JBC 1:1 FNMR@FMR  1JBC 1:N FNIR@FPIR

le-3 le-4 [ Te-1 le-2

Graclus [13] 0.290 0.461 0.467 0.620
FINCH [42] 0.133 0.230 0.240 0.375
H-DBSCAN [42] | 0.111 0.200 0.196 0.312
GCN-V [61] 0.107 0.181 0.181 0.270
GCN-V+E [61] 0.110 0.187 0.191 0.291
Hi-LANDER 0.091 0.159 0.162 0.250
Fully-supervised | 0.072 0.136 0.136 0.235

Table 4. Face recognition on IJBC[32]. Hi-LANDER outperforms
all baselines and improves over the best result from prior-arts with
a 14% error reduction. Models trained with pseudo labels gener-
ated by Hi-LANDER brings the performance (0.159) closer to the
lower bound with fully supervised training (0.136).

4.6. Representation Learning with Pseudo-Labels

We follow a setting similar to that of [64, 41, 62] for face
recognition with pseudo label training. Starting with an ini-
tial representation learned through some labeled datasets,
we utilize the clustering methods to generate pseudo labels
for unlabeled datasets and train with these pseudo labels to
better learn a representation.* The face recognition exper-
iment involves the following steps: 1) Start with an initial
face recognition model learnt on TrillionPairs. 2) Train a
clustering model on the TrillionPairs or use an unsuper-
vised clustering method with the initial face representations.
3) Generate pseudo label on IMDB (overlapping identities
with TrillionPairs removed). 4) Train face recognition mod-
els on IMDB via the pseudo labels. 5) Evaluate the learned
face representation on the open-set [JBC benchmark. Ta-
ble 4 shows the results. We also report the lower bound from
fully supervised training on IMDB with human labeled data.
Hi-LANDER achieves a 14% error reduction compared to
the best baseline. Interestingly, pseudo label training with
Hi-LANDER brings the performance to 0.159 (verification
FNMR @FPIR1e-4), closer to the lower bound of fully su-
pervised training at 0.136 than any of the baselines.

4.7. Runtime Analysis

We compare the runtime (seconds) of Hi-LANDER with
all baselines (Table 5). The hardware and software spec-
ifications are included in the appendix. The complexity
numbers above are from Hi-LANDER with early-stopping.

4The pseudo-labels generated by our clustering, or any other determin-
istic or stochastic processing of the training set, span the same Sigma
Algebra as the training set, so they cannot be thought of as “ground
truth” or “additional information” when training a classifier with pseudo-
supervision. However, the pseudo-labels capture the inductive bias of the
training process and therefore serve as a regularizer that, while not adding
information, nevertheless improves generalization, as shown empirically.

Dataset .
Method Hannah IMDB iNat2018-Test
DBSCAN [14] 480.2 10,358.0 592.6
ARO [37] 184.4 1,349.3 223.9
HAC [44] 446.8 183,311.8 6,730.5
H-DBSCAN [8] 9,865.3 | 390,360.0 121,821.0
Graclus [13] 38.3 176.6 474
FINCH [42] 74.7 300.4 46.2
LGCN [56] 3,342.1 33,211.1 3,057.4
GCN-V [61] 41.7 204.8 534
GCN-V+E [61] 256.2 3,283.3 197.5
Hi-LANDER [ 36.9 [ 511.0 [ 67.4

Table 5. Runtime comparison on all benchmarks in Table 3 (secs).

Our method is faster than most baselines and is comparable
with GCN-V[61], FINCH[42] and Graclus[13]. The multi-
ple hierachical levels introduced do not bring in additional
overhead since Hi-LANDER runs faster level by level, with
fewer number of nodes remaining after each level.

5. Discussion

The proposed clustering method aims at providing a rich
representation of unlabeled data using induction from an an-
notated training set. GNNSs represent a natural tool, for they
allow training from a disjoint dataset a model that outputs
a graph structure. Since the clustering problem is intrinsi-
cally ill-posed, for there is no unique “true” cluster, we aim
to provide a rich hierarchical representation that gives the
user more control — in the spirit of agglomerative hierar-
chical clustering. To tackle the computational challenge in
replicating the basic graph operations across levels of the hi-
erarchy, we have proposed enhancements of current GNN-
based methods that improve efficiency. Though the com-
plexity of our method is Q(kN), the same as the vanilla
flat-version of GNN clustering, the full-graph inference is a
natural parallelization and significantly reduces the runtime
compared to prior GNNs with sub-graph inference.

Hi-LANDER is subject to the usual failure modes of all
inductive methods, when the distribution of test data is ex-
tremely different from that in training. In addition, the cur-
rent node feature aggregation takes the form of averaging
while there might be more sophisticated methods such as
learnable attention for more informative aggregation.

Even so, our goal is to reduce the number of arbitrary
choices as much as possible and defer to the data the most
critical design decisions. One is the choice of clustering
criterion. This is inherited by the training set, through the
simple classification loss. So is the level of granularity of
the partition of the data. Though we use early stopping, we
do so only after verifying that the method, when iterated to
convergence, settles on a solution that is not substantially
different from that obtained in earlier iteration. Therefore
early stopping is not chosen as a design parameter or an
inductive bias, but merely as a way to reduce computation.



Appendix
A. Hi-LANDER Clustering Visualization

We visualize in Figure 4 the hierarchical clustering pro-
cess of the proposed method Hi-LANDER. We show three
ground-truth clusters that differ in cluster sizes and embed
their features into a 2D plane with t-SNE, and then visualize
the points (as shown on the left column). The blue squares
are the input nodes at each level of the hierarchy. The col-
ored dots are peak nodes that are grouped from the interme-
diate clusters (connected-components), and the colors rep-
resent the three different ground-truth classes. Note that the
peaks at each level then become ordinary input nodes at the
next level.

We see that the nodes in the red cluster are grouped
efficiently with only one peak node left in level 1, while
there are many small clusters for the yellow and green class
nodes. In the next hierarchy, as shown in the second row,
the distance between each pair of the peak nodes is larger,
and the number of peaks reduced rapidly. The red cluster
stays unchanged since our base clustering model LANDER
stops adding edges, while the green and yellow clusters are
further grouped. The last row shows the final level where
all three classes converge, and only nodes belonging to the
yellow cluster are further grouped.

Besides, on the right column of Figure 4, we demonstrate
the actual face images corresponding to the peak nodes at
each level of the hierarchical clustering process for all three
classes. Compared to level 2 peaks, the images correspond-
ing to level 1 peaks are more “repetitive.” If we run a prior
GNN based clustering model that only produces a single
partition, each “repetitive” level 1 peak will lead to a sepa-
rate cluster, and this results in low clustering completeness.
In level 2, the large number of small clusters corresponding
to the yellow class are grouped into 4 larger clusters. As
shown in the second row of the right column in Figure 4,
the images correspond to the peak nodes of these 4 clus-
ters (with the yellow boundary) become less visually simi-
lar, while one can tell that they still represent the same per-
son. Note that the three classes converge at different levels.
Nodes of the red class already converge at the first level,
the green class nodes converge at level2 while the yellow
class requires all three levels to reach convergence. This
illustrates the variance of real-world test data where the in-
stance per class can be very different from class to class and
it demonstrates Hi-LANDER’s capability in dealing with
such large variance.

B. Experiment Details

Here we describe additional experiment details including
dataset statistics, input feature dimensions, sensitivity tests
on Hi-LANDER hyper-parameters, and the runtime hard-
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Figure 3. Sensitivity to hyper-parameters (chosen on the validation
set, a part of the meta-training set) on the Hannah (unseen cluster-
size distribution to that in meta-train) face clustering benchmark.
The top two plots show sensitivity of Hi-LANDER to the hyper-
parameters of k, p, and the feature aggregation mechanism, where
solid lines show the results of identity feature aggregation and
dashed lines show the results from concatenation of identity and
average feature. The bottom two plots show sensitivity to differ-
ent types of encoders, a GAT layer (solid lines) compared to a
vanilla GCN layer (dotted lines). For k sensitivity tests, we vary
it around the optimal value of 10 from 8 to 12. For p, sensitivity
tests, we vary it around the optimal value of 0.8, from 0.75 to 0.85
with interval of 0.025. All three clustering metrics of NMI (blue),
Fp (yellow) and Fb (red) are shown. Best viewed in color.

ware and software specifications.

Dataset ‘ Images ‘ Entities ‘ Mean Cluster Size
TrillionPairs-Train [2] 669,560 18,084 37.0
Hannah-Test [38] 201,240 251 801.8
IMDB-Test [52] 1,265,173 | 50,289 25.2
IMDB-Test-SameDist [52] 614,002 18,084 34.0
iNat2018-Train [47] 324,418 5,690 57.0
iNat2018-Train-DifferentDist [47] 51,696 5,690 9.0
iNat2018-Test [47] 135,660 2,452 55.3

Table 6. Statistics of All Datasets

Dataset Statistics Table 6 shows the detailed dataset statis-
tics for all train and test sets used for the experiments.

Hannah | IMDB | iNat2018
128 128 512
Table 7. Input Feature Dimensions For All Datasets.

Input Feature Table 7 lists the input feature dimensions
for all datasets. Ly-normalization is applied on the features
before network inference.

Sensitivity Analysis over Hyper-parameters Figure 3
shows the sensitivity of Hi-LANDER to the various hyper-
parameters of the method including & for k-NN build, p.- for
edge set decoding, the feature aggregation function choice
detailed in Section 3.4 of the main paper, and the encoder
layer architecture choice (GAT versus a vanilla GCN layer),
mentioned in Section 3.3 of the main paper. The top two



Peak Nodes 3 ClassesK=10L =1

-
80 1 fuy m
a
oW e
01 PP
B : -t
40 | sl e - g %
LY |
201 T < W S o
w ) PR3
5 e, C
0 s F,!‘."_‘n-r _.g‘ *!:4 £ ]
£ 'y P Y T g o, 1
0] E O Fyeng O I e i
DR £y g
b oy e, Y e ¥
_a04 } e v A L
s W R 5 TN e
.
-60 PO e I
y
" P
-80 e

80 -60 -40 -20 0 20 40 60 80
Peak Nodes 3 Classes K=10L =2

80 _'.'1 -
60 T e
i . P
g : 2" .
.
40 4 - sm  gu " — °
L} a® ag “ma
20 T = et an
.- ™ s g
- " LY - L} =
0 IIII - — : [ =" £ a
ENLLE an ® “%a ®n " (] . -
—-204 L™ . e .EE ® L
- #, "fag e
-40 4 ° #0" i .
.
maags S
—60 1 - l. l.
s
-80 B g "

~80 -60 —40 -20 0 20 40 60 80
Peak Nodes 3 ClassesK=10L =3

801 L]
60 -
40 =

20 A

—20 4
—40 1
—60

—-80

-80 -60 -40 -20 0 20 40 60 80

Figure 4. Hi-LANDER clustering process visualization on Hannah with multiple image classes. The yellow, red and green color represent
three different classes that vary in cluster size. The left column shows the t-SNE [46] embedded nodes and peaks from level 1 to level 3 of
Hi-LANDER’s hierarchy. At each level, blue squares represent the input nodes and colored dots refer to the peak nodes which are grouped
from the intermediate clusters (connected-components). Note that the peaks at each level then become the input nodes at the next level.
The right column shows the images corresponding to the peaks at each level of the three classes. The three classes converge at different
levels: nodes of the red class already converges at the first level, the green class converge at level2 while the yellow class converge at level3.

Best viewed in color.

plots show the sensitivity of k, p, and the feature aggrega-
tion mechanism, where solid lines refer to identity feature
aggregation and dashed lines represent the concatenation of
identity and average feature. The bottom two plots show
the sensitivity to the two different types of encoder layer
architecture, a GAT (solid lines) and a vanilla GCN layer
(dotted lines). Based on the validation set (a part of the
meta-training set), the optimal hyper-parameters over the

face clustering task are chosen as k = 10, p, = 0.8, aggre-
gation using identity feature only and encoding using GAT.
Thus, for k sensitivity, we vary it from 8 to 12. For p, sen-
sitivity, we vary it from 0.75 to 0.85 with interval of 0.025.
Metrics of NMI (blue), Fp (yellow), and Fb (red) are shown.
The plots show that varying k and p, near the optimal value
does not result in significant changes in results. The differ-
ences in final clustering accuracy between identity-feature-



only aggregation and concatenation of both identity and av-
erage feature, as well as the variations between using GAT
versus a vanilla GCN layer in encoding, are small.
Additional Training Details For the base clustering model
LANDER, we use 1 layer of GAT as encoder and a 2-layer
MLP for joint linkage and density prediction. Both face
and nature species models are trained for 250 epochs with
batchsize 4096. All models use SGD optimizer with 0.1
base learning rate, 0.9 momentum, and le-5 weight decay.
The learning rate follows a cosine annealing schedule [30].
Runtime Experiment Hardware and Software We mea-
sure the runtime (Section 4.7 of the main paper) with 8-
core Intel(R) Xeon(R) E5-2686 v4 CPU and Tesla V100
GPU. Our models use PyTorch[39] v1.5, DGL[54] v0.6
with CUDA v10.1. k-NN building leverages faiss[20].
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