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Abstract

Coarse-to-fine strategies have been extensively used for
the architecture design of single image deblurring net-
works. Conventional methods typically stack sub-networks
with multi-scale input images and gradually improve sharp-
ness of images from the bottom sub-network to the top sub-
network, yielding inevitably high computational costs. To-
ward a fast and accurate deblurring network design, we re-
visit the coarse-to-fine strategy and present a multi-input
multi-output U-net (MIMO-UNet). The MIMO-UNet has
three distinct features. First, the single encoder of the
MIMO-UNet takes multi-scale input images to ease the
difficulty of training. Second, the single decoder of the
MIMO-UNet outputs multiple deblurred images with dif-
ferent scales to mimic multi-cascaded U-nets using a sin-
gle U-shaped network. Last, asymmetric feature fusion
is introduced to merge multi-scale features in an efficient
manner. Extensive experiments on the GoPro and Real-
Blur datasets demonstrate that the proposed network out-
performs the state-of-the-art methods in terms of both ac-
curacy and computational complexity. Source code is avail-
able for research purposes at https://github.com/
chos 795/MIMO—-UNet,

1. Introduction

Single image deblurring aims to recover a latent sharp
image from a blurry image [3]. Even with the rapid devel-
opment of camera modules in the last few decades, blur ar-
tifact still exists when camera and/or objects move. Blurry
images are not only visually unpleasant but significantly de-
grade the performance of vision systems including surveil-
lance [32]] and autonomous driving systems [4]], necessitat-
ing accurate and efficient image deburring techniques.

Owing to the success of deep learning, convolutional
neural network (CNN)-based image deblurring methods
have been extensively studied and showed promising per-
formance. Early CNN-based image deblurring meth-
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Figure 1. Comparison between the proposed and conventional
methods in terms of the PSNR and runtime. The runtime of the
methods is reported as the runtime measured using the released
test code of each method on our environment (filled) and the run-
time provided in each paper (blank).

ods [30, (7, 1} 27] commonly exploit CNN as a blur kernel
estimator and construct two-stage image deblurring frame-
work, i.e., CNN-based blur kernel estimation stage and
kernel-based deconvoltion stage. On the other hand, recent
CNN-based image deblurring methods [20} 22} 23| 31 5]
aim to directly learn the complicated relationship between
blurry-sharp image pairs in an end-to-end manner. As a pi-
oneering technique, a deep multi-scale CNN for dynamic
scene deblurring (DeepDeblur) [20] is introduced to directly
regress a sharp image from a blurry image. DeepDeblur
consists of multiple stacked sub-networks to handle multi-
scale blur, where each sub-network takes a down-scaled im-
age and gradually recovers a sharp image in a coarse-to-
fine manner. Motivated by the success of DeepDeblur, vari-
ous CNN-based image deblurring methods [22| 23| |31, 5]
have been introduced with remarkable performance im-
provements. Although these methods try to improve the
deblurring performance in different aspects, their coarse-to-
fine strategies are similar in that multiple sub-networks are
stacked. In other words, a coarse-to-fine network design
principle has proven to be effective in image deblurring.
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Figure 2. Comparison of coarse-to-fine image deblurring network architectures: (a) DeepDeblur, (b) PSS-NSC, (c) MT-RNN, and (d) pro-

posed MIMO-UNet.

However, such efficiency comes at the cost of the inevitable
increase in the computational complexity and memory us-
age, making the conventional methods difficult to be used
for cost and time-sensitive environments such as mobile de-
vices, vehicles, and robots. Recently, a light-weight CNN is
presented for efficient single image deblurring [33]]. Specif-
ically, by using optical flow and global motion of blurry im-
ages as extra supervision for network training, they design
a shallower architecture compared to that of conventional
deblurring networks. However, such shallow architecture
failed in obtaining deblurring accuracy comparable to state-
of-the-art methods.

In this paper, we revisit the coarse-to-fine scheme and
present a novel deblurring network called multi-input multi-
output UNet (MIMO-UNet) that can handle multi-scale blur
with low computational complexity. The proposed MIMO-
UNet is a single encoder-decoder-based U-shaped network
that has three distinct features.

First, the single decoder of the MIMO-UNet outputs
multiple deblurred images, and therefore we name our de-
coder as multi-output single decoder (MOSD). The MOSD
is simple but can mimic conventional network architectures
composed of stacked sub-networks and guide the decoder
layers to gradually recover latent sharp images in a coarse-
to-fine manner. Second, the single encoder of the MIMO-
UNet takes multi-scale input images; thus, our encoder is
called multi-input single encoder (MISE). Last, asymmet-
ric feature fusion (AFF) is introduced to merge multi-scale
features in an efficient manner. The AFF takes features
from different scales and merges multi-scale information
flow across the encoder and the decoder to improve the de-
blurring performance. Extensive experiments demonstrate
the superiority of the proposed MIMO-UNet compared to
the state-of-the-art methods in terms of the PSNR as well as

the computational complexity as shown in Figure[T]

2. Related works

In this section, we review the conventional image deblur-
ring methods that adopt a coarse-to-fine strategy.

2.1. DeepDeblur

As a pioneering work, DeepDeblur directly learns the
relation between blurry-sharp image pairs in an end-to-end
manner by adopting a coarse-to-fine strategy [20]. Nah et
al. also introduced the real-world image deblurring dataset
named the GoPro dataset. Specifically, using a sequence of
sharp images captured at 240 fps using a GoPro camera, a
blurry image, B, is obtained by averaging successive sharp
images as follow:

M—-1

1 )
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where M and S[i] represent the number of sampled sharp
images and the i*" sharp image, respectively. To construct
a blurry and sharp image pair for training, the ground-truth
sharp image for B is chosen by selecting the middle image
from the sampled sharp images.

To adopt a coarse-to-fine strategy in CNN for gradual
recovery of latent sharp images, DeepDeblur uses multiple
stacks of sub-networks as shown in Figure 2{a). Each sub-
network consists of a sequence of convolutional layers that
maintains the spatial resolution of input feature maps. Dif-
ferent scales of input images are fed into the sub-networks,
and the resultant image from a coarser scale sub-network is
concatenated with the input of a finer scale sub-network to
enable coarse-to-fine information transfer. The reconstruc-



tion procedure of DeepDeblur is formulated as follows:

+

Sn = Mo (Bn; (Sn41) ) + Ba, 2)

where H?D is the n'"* sub-network of DeepDeblur parame-

terized by 6°. B,, and S, are blurry and deblurred images
at the n*" scale, respectively, and 1 denotes the up-sampling
operation.

2.2. PSS-NSC

Inspired by the success of DeepDeblur, Gao et al. pre-
sented parameter selective sharing and nested skip connec-
tions (PSS-NSC) [5]. As shown in Figure Ekb), the archi-
tecture of PSS-NSC is similar to that of DeepDeblur, but
has two distinct features. First, each sub-network is struc-
tured as an encoder-decoder-based U-Net with symmetric
skip connections that directly transfers the feature maps
from the encoder to the decoder. Second, since every sub-
network commonly aims to recover a sharp image from a
blurry image, most network parameters are shared among
sub-networks. Therefore, the memory requirement of PSS-
NSC is significantly reduced, but the computational com-
plexity is still demanding because the final sharp image is
generated after passing through the three sub-networks. The
reconstruction procedure of PSS-NSC is formulated as fol-
lows:

N A T
Sn = H%E’QP)(BM( n+1) ) + Bm (3)

where H(F;)p oP) represents the nt" sub-network of PSS-

NSC with exclusive parameter §° and shared parameter 6F .

2.3. MT-RNN

The network architecture of multi-temporal recurrent
neural networks (MT-RNN) [22] is illustrated in Fig-
ure [2c). In MT-RNN, a single U-shaped network is re-
peated seven times, and the feature maps from the decoder
at the previous iteration are transferred to the encoder at the
next iteration as green colored arrows. For each iteration,
MT-RNN is trained to predict an averaged image obtained
using a different number of M in Eq.|l} where M decreases
as the iteration proceeds. Due to the repeated application
of a single U-shaped network, MT-RNN has low memory
usage but low runtime efficiency. The reconstruction proce-
dure of PSS-NSC is formulated as follows:

{I%’Fz} = HM, (Bi;ji—l’Fi—l> : (4)

where ¢ refers to an iteration index. Hg{[w is the network of
MT-RNN parameterized by 0™. B’, I, and F' are input
blurry image, estimated latent image, and feature maps at
the i*" iteration, respectively.

3. Proposed method

We propose MIMO-UNet that fully exploits multi-scale
features extracted from an input image. Figure [3] shows
the overall architecture of MIMO-UNet. The architecture
of MIMO-UNet is based on a single U-Net [26] with sig-
nificant modifications for efficient multi-scale deblurring.
The encoder and decoder of MIMO-UNet are composed
of three encoder blocks (EBs) and decoder blocks (DBs).
The following subsections detail the three special features
of MIMO-UNet, i.e., MISE, MOSD, and AFF.

3.1. Multi-input single encoder

It has been demonstrated that different levels of blur
in images can be better handled from multi-scale im-
ages [[19,|18]]. Various CNN-based deblurring methods have
also adopted this idea by taking a blurry image with a dif-
ferent scale as an input of each sub-network [20} 29} 31} 15]].

In our MIMO-UNet, not a sub-network but an EB takes
a blurry image with a different scale as an input. In other
words, in addition to the downsized feature extracted from
the above EB, we extract the feature from the downsampled
blurry image and then combine both features. By taking ad-
vantage of the complementary information from the down-
sized feature and the feature obtainable from the downsam-
pled image, our EB is expected to handle diverse image
blurs effectively. The use of multi-scale images as an input
for a single U-Net has also proven to be effective in other
tasks such as depth map super-resolution [6] and object de-
tection [21]].

We first extract the features from the downsampled im-
age using a shallow convolutional module (SCM) as shown
in Figure ffa). Considering efficiency, we use two stacks
of 3 x 3 and 1 x 1 convolutional layers. We concatenate
the features from the last 1 x 1 layer with the input By, and
further refine the concatenated features using an additional
1 x 1 convolutional layer. The output of the SCM at the
k" level is denoted as SCME‘“, where we use SCM for the
second and third levels as shown in Figure

For the fusion of SCM¢"" with the output of the k& — 1*?
level EB, EBZ“_tI, we apply a convolutional layer with a

stride of 2 to EBY™,, resulting in (EBzu_tl)i. The two fea-

tures (EB‘,;ufl)l and SCM{"" have the same size and thus
can be fused. Here, we exploit a feature attention mod-
ule (FAM) to actively emphasize or suppress the features
from the previous scale and learn the spatial/channel impor-
tance of the features from SCM. We experimentally demon-
strate that this module increases the performance compared

to general feature fusion approaches as detailed in Sec.[4.3]

In particular, (EBzu_tl)i and SCM"* are element-wise

multiplied with each other, and then the multiplied features
are passed through a 3 x 3 convolutional layer. The output
of the 3 x 3 convolutional layer is expected to include com-
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Figure 3. The architecture of the proposed network.

plementary information for deblurring, and finally added to

(EBZ“_tl)i to be further refined through following residual
blocks, where we used eight modified residual blocks [31].

3.2. Multi-output single decoder

In MIMO-UNet, different DBs have feature maps with
different sizes. We consider that these multi-scale feature
maps can be used to mimic multi-stacked sub-networks.
Unlike the intermediate supervision at the sub-network as
the conventional coarse-to-fine networks, we apply the in-
termediate supervision to each DB. The image reconstruc-
tion in each level can be formulated as follows:

& = { o(DB,, (AFFY"; DB, )) 4+ By, n = 1,2,
" o(DB,,(EB2™)) + B,, n =3,

4)
where AFFO™, EBO", and DB2" are the outputs of the
n*" level asymmetric feature fusion (AFF) module, EB, and
DB, respectively. Since the output of DB is a feature map
not an image, mapping function o is required for generating
an intermediate output image, where we use a single convo-
lutional layer.

3.3. Asymmetric feature fusion

In most conventional coarse-to-fine image deblurring
networks, only the features from the coarser-scale sub-
network are used for the finer-scale sub-networks, making
information flow inflexible. One exceptional method is to
cascade the whole network in horizontal or vertical direc-
tion, allowing top-to-bottom and bottom-to-top information

flow [33].
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Figure 4. The structures of sub-modules: (a) SCM, (b) feature at-
tention, and (c¢) AFF.
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Inspired by dense connection between intra-scale fea-
tures [13]], we present an asymmetric feature fusion (AFF)
module as shown in Figure ) to allow information flow
from different scales within a single U-Net. Each AFF takes
the outputs of all EBs as an input and combines multi-scale
features using convolutional layers. The output of the AFF
is delivered to its corresponding DB. More specifically, the
first-level and second-level AFFs, AFF; and AFFs, are for-
mulated as follows:

AFFg™= AFF, (EB™, (EBS™) " (EBg™)"

NG
AFF3"= AFF, ((EBS™)*, EBS™, (EBS™)") ©

where AFFS" represents the outputs of the n*" AFF. Up-



Figure 5. Several examples on the GoPro test dataset. For clarity, the magnified parts of the resultant images are displayed. From left-top
to right-bottom: Blurry images, ground-truth images, and the resultant images obtained by SRN, PSS-NSC, DMPHN, MT-RNN, MPRNet,
and MIMO-UNet++, respectively.

sampling (1) and down-sampling () are applied such that
the features from different scales can be concatenated. Each
DB of MIMO-UNet can thus exploit multi-scale features,
resulting the improved deblurring performance.

3.4. Loss function

Likewise with other multi-scale deblurring networks, we
use the multi-scale content loss function [20], where we
found that L1 loss produces better results than MSE loss for
our network. The content 1oss L., is defined as follows:

A
Leont = > — |l Sk = Sk 1, (7)
k=1 tk
where K is the number of levels. We divide the loss by the
number of total elements ¢; for normalization.

Recent studies also suggest the auxiliary loss terms in
addition to the content loss for the performance improve-
ment [11, 9]. In image enhancement and restoration tasks,

auxiliary loss terms that minimize the distance between the
input and output in the feature space have been widely used
and showed promising results [36} (12, 8] [10} 37]. Since the
purpose of deblurring is to restore the lost high-frequency
component, it is essential to reduce the difference in the fre-
quency space. To this end, we present multi-scale frequency
reconstruction (MSFR) loss function. The MSFR loss mea-
sures the L1 distance between multi-scale ground-truth and
deblurred images in the frequency domain as follows:

K
1 .
Lysrr = Z . I F(Sk) = F(Sk) Il @®)

k=1

where JF denotes the fast Fourier transform (FFT) that trans-
fers image signal to the frequency domain. The final loss
function for training our network is determined as follows:

Ltotal = Lcont + )\LMS'FRa (9)



Figure 6. Several examples on the RealBlur test dataset. For clarity, the magnified parts of the resultant images are displayed. From left to
right: Blurry images, ground-truth images, and the resultant images obtained by DeblurGAN-v2, SRN, and MIMO-UNet++, respectively.

where we experimentally set A = 0.1.

4. Experiments
4.1. Dataset and implementation details

We used the GoPro [20] and RealBlur [23] training
datasets for training our models which consist of 2,103 and
3,758 pairs of blurred and sharp images. The GoPro and
Real blur test datasets were used for testing, where the num-
ber of image pairs are 1,111 and 980, respectively. For test-
ing on the GoPro test dataset, we trained our model using
only the GoPro training dataset.

For every training iteration, we randomly sampled four
images and then randomly cropped the sampled images
with the size of 256 x 256. For data augmentation, each
patch was horizontally flipped with a probability of 0.5. For
deblurring of images in the GoPro dataset, we trained our
network for 3,000 epochs which were sufficient for con-
vergence. The learning rate was initially set to 10~* and

decreased by the factor of 0.5 at every 500 epochs. For de-
blurring of images in the RealBlur dataset, we trained our
network for 1,000 epochs, and used the same initial learn-
ing rate but decreased it by the factor of 0.5 at every 200
epochs. Our experiments were conducted on Intel i5-8400
and NVIDIA Titan XP.

4.2. Performance comparison

We compared MIMO-UNet with state-of-the-art deblur-
ring networks [20] 5, 35] [33 28]]. Con-
sidering the trade-off between the computational complex-
ity and deblurring accuracy, we evaluated the following
three variants of MIMO-UNet: 1) MIMO-UNet employ-
ing 8 residual blocks for each EB and DB, 2) MIMO-
UNet+ employing 20 residual blocks for each EB and DB,
and 3) MIMO-UNet++ estimating the resultant image us-
ing MIMO-UNet+ with geometric self-ensemble [16]. The
quantitative results on the GoPro test dataset are reported
in Tablem For a fair comparison, the runtime of the mod-



Model PSNR | SSIM Runtime Params.
DeepDeblur [20] | 29.23 | 0.916 | N/A | 4.33 11.7
SRN [31] 30.26 | 0.934 | 0.342 | 1.87 6.8

PSS-NSC [5]] 3092 1094210985 | 1.6 2.84
DMPHN [33] 31.20 | 0.945 | 1.061 | 0.424 | 21.7
SAPHNY [29] 31.85 10948 | N/A | 034 | N/A
SAPHNT [29] 32.02 10953 | N/A | 0.77 | N/A
MT-RNN [22] 31.15 | 0.945 | 0.063 | 0.07 2.6

RADN [23] 31.76 | 0.953 | N/A |0.038| N/A
SVDN [33] 29.81 | 0.937 | N/A | 0.01 | N/A
MPRNet [34] 32.66 | 0.959 | 0.162 | 0.18 20.1
MIMO-UNet 31.73 | 0.951 0.008 6.8
MIMO-UNet+ 32.45 | 0.957 0.017 16.1
MIMO-UNet++ | 32.68 | 0.959 0.040 16.1

Table 1. The average PSNR and SSIM on the GoPro test dataset.
The SAPHNs with | and { denote the models with and without
offsets, respectively. We employ stacked(4) version for DMPHN.
The runtime and parameters are expressed in seconds and millions.

els is provided as the runtime measured using the released
test code of each model on our PC (left) and the runtime
reported in each paper (right).

MIMO-UNet+ and MIMO-UNet++ were slower than
MIMO-UNet but still performed deblurring in 0.014s and
0.040s, respectively. The average PSNR of MIMO-UNet++
was obtained as 32.68 dB. MIMO-UNet showed the average
processing time of 0.008s and the average PSNR of 31.73
dB. These three models demonstrate the best trade-off be-
tween the accuracy and computational complexity as shown
in Figure Due to the stacked sub-networks, DeepDe-
blur, SRN, PSS-NSC, DMPHN, and SAPHN required large
computational costs as shown in Table [l Compared with
these methods, MIMO-UNet+ was faster but achieved still
higher PSNR scores. Although SRN, PSS-NSC, and MT-
RNN employ fewer parameters than the proposed meth-
ods, these methods repetitively use parameters in the pro-
cedure, and therefore they are slower than the our slowest
model MIMO-UNet++. Especially, MIMO-UNet++ was
4.05 times faster and 0.02 dB higher in terms of PSNR
compared to MPRNet that is the best method among the
conventional methods. The single network-based meth-
ods, such as RADN and SVDN, achieved high runtime ef-
ficiency compared to the stacked sub-networks. However,
MIMO-UNet outperforms SVDM, and MIMO-UNet+ out-
performs RADN, in terms of both runtime and PSNR. To
validate the effectiveness of the proposed method on the real
case scenario, we also evaluated our methods on the recent
RealBlur dataset [25]. As listed in Table 2, MIMO-UNet++
recorded the best and the second best performance in terms
of PSNR and SSIM, respectively. The several resultant im-
ages from the GoPro and RealBlur test datasets are shown

Runtime measured using GPU synchronization mode can be find in on
our website.

Model PSNR SSIM
DeblurGAN-v2 [13]] | 29.69 0.870
SRN [31] 31.38  0.909
MPRNet [34] 3176 0.922
MIMO-UNet+ 31.92 0919
MIMO-UNet++ 32.05 0.921

Table 2. The average PSNR and SSIM on the RealBlur test
dataset [25]].

Method | Concat. Element-wise sum FAM
PSNR 31.66 31.60 31.73

Table 3. Ablation studies on FAM.

MISE MOSD AFF MSFR | PSNR | Params.
31.16 6.46
v 31.17 6.72
v 31.33 6.47
v 31.33 6.54
v v 31.38 6.73
v v 31.38 6.54
v v 31.39 6.80
v v v 31.46 6.81
v v v v 31.73 6.81

Table 4. Effectiveness of different components of MIMO-UNet on
the GoPro test dataset.

in Figure [5] and Figure [6] respectively. For the reproduc-
tion of results, we used the author-released network mod-
els trained on each dataset, i.e., SRN, PSS-NSC, DMPHN,
MT-RNN, and MPRNet were used for the GoPro dataset,
and DeblurGAN-v2 and SRN for the RealBlur dataset, re-
spectively. Although the resultant images obtained by the
conventional networks exhibit much less blur compared to
the input blurry images, local details and structures were
not sufficiently deblurred as can be noticed from the mag-
nified image regions, whereas our method produced sharper
images.

4.3. Ablation study

We conducted experiments to analyze the effectiveness
of each component of MIMO-UNet on the GoPro test
dataset. First, we evaluated the effectiveness of differ-
ent feature fusion methods in MISE. The proposed FAM
was compared with the conventional fusion methods: con-
catenation and element-wise sum, and achieved the high-
est performance as listed in Table E} Second, we tested
MIMO-UNet without MOSD, MISE, AFF, and/or MSFR.
For comparison, a baseline model was trained without us-
ing any of the four components, resulting the average PSNR
of 31.16 dB. As shown in Table ] compared with the
baseline model, MOSD improved PSNR by 0.17 dB. The



Figure 7. The examples of object detection result from (a) blurry
image and (b) resultant image obtained by MIMO-UNet++.

standalone use of MISE showed a marginal effect because
multi-scale information is difficult to be used in a sim-
ple U-Net. However, when used with MOSD, MISE con-
tributed to the further performance improvement of PSNR
by 0.05 dB. AFF improved PSNR by 0.17 dB compared to
the baseline model, and the performance gain was further
increased to 0.23 dB when AFF was used with MISE. With
MISE, MOSD, and AFF, the network achieved 0.30 dB
higher PSNR, and finally, the network trained using MSFR
achieved 0.57 dB higher PSNR compared to the baseline.

4.4. Object detection performance evaluation

Single image deblurring can also boost the performance
of computer vision tasks when used as a preprocessing tech-
nique. Object detection is one of the best examples in which
single image deblurring can be used to improve the perfor-
mance. With the advances in the CNNs, object detection
methods have adopted CNNs and achieved significant im-
provements [24]]. However, most of these methods as-
sume blur-free input images, and therefore they often fail to
detect objects in blurry images. Figure [7(a) illustrates the
failure case of PFPNet [13]], which is one of the state-of-
the-art object detectors, in detecting objects from a blurry
image, depicting its vulnerability to blurry inputs. When the
same PFPNet was applied to the deblurred image obtained
using MIMO-UNet++, many of the false negative examples
could be successfully detected as shown in Figure[7(b).
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Figure 8. Object detection performance evaluation. Following the
measurement [14]], we use the bounding boxes obtained from the
sharp images as the ground-truth.

Last, we compared the proposed MIMO-UNet++ with
the other deblurring techniques in terms of their effective-
ness in the object detection task as preprocessing. Similar
to the previous experiment, PSS-NSC and DMPHN with the
author-provided codes were used for comparison. Although
PFPNet was trained using the PASCAL VOC dataset
that contains 20 different classes, the blurry images in the
GoPro dataset primarily contain only three classes among
them, i.e., car, person, and potted plant. Therefore, the
average precision (AP) of each object class was measured
for the performance evaluation. As shown in Figure[8] the
proposed MIMO-UNet++ resulted in the best performance
in object detection. Moreover, since the proposed method
recorded the fastest execution time, it is most suitable as a
preprocessing technique for object detection.

5. Conclusion

In this paper, we proposed a fast and accurate im-
age deblurring network. Instead of stacking multiple sub-
networks for coarse-to-fine deblurring, we presented a sin-
gle U-Net that has distinct features, enabling much simpler
but more effective coarse-to-fine deblurring. The encoder
of the network is modified to take multi-scale input images
and combine features from different sources. The decoder
of the network is also changed to output multi-scale de-
blurred images during decoding such that coarse-to-fine de-
blurring can be better performed. A feature fusion method
is also introduced to asymmetrically combine multi-scale
features for dynamic image deblurring. The experimental
results demonstrate that our method outperforms the other
conventional methods in regard to the speed and accuracy
trade-off.
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