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Abstract

CNNs perform remarkably well when the training and
test distributions are i.i.d, but unseen image corruptions
can cause a surprisingly large drop in performance. In
various real scenarios, unexpected distortions, such as ran-
dom noise, compression artefacts or weather distortions are
common phenomena. Improving performance on corrupted
images must not result in degraded i.i.d performance – a
challenge faced by many state-of-the-art robust approaches.
Image corruption types have different characteristics in the
frequency spectrum and would benefit from a targeted type
of data augmentation, which, however, is often unknown
during training. In this paper, we introduce a mixture of
two expert models specializing in high and low-frequency
robustness, respectively. Moreover, we propose a new reg-
ularization scheme that minimizes the total variation (TV)
of convolution feature-maps to increase high-frequency ro-
bustness. The approach improves on corrupted images
without degrading in-distribution performance. We demon-
strate this on ImageNet-C and also for real-world corrup-
tions on an automotive dataset, both for object classifica-
tion and object detection.

1. Introduction
Robustness to distribution shift is possibly the core chal-

lenge in deep learning. CNNs show strong performance
when training and test set samples are independent and
identically distributed (i.i.d). This led to strong claims of
obtaining superhuman performance on the challenging Ima-
geNet dataset. However, such claims have somewhat dimin-
ished as the community, driven by practical applications,
started testing on out-of-distribution (OOD) test sets. Un-
like human vision, CNNs are affected even by small per-
turbations in the input. Simply adding random noise to the
ImageNet test set is sufficient to almost triple the classifica-
tion error [16].

Why does performance drop so severely under distribu-
tion shift? One explanation is that models rely on spurious,
unstable correlations present in the i.i.d training and test
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Figure 1: Improving clean and corruption errors. Each item
shows the error of a model on ImageNet (y-axis) and on
ImageNet-C (x-axis). All models use a ResNet50 back-
bone. Orange: The proposed RoHL approach – Robust
mixture of a HF (high-frequency) and a LF (low-frequency)
expert model. Blue: An ensemble trained with the state-of-
the-art approach AugMix + DeepAugment. Gray: Other
approaches.

dataset to obtain low training and test errors. When, due
to distribution shift, these unstable correlations are miss-
ing, performance drops severely. Although there has been
substantial prior work [12, 16, 26, 31, 36] investigating this
problem, it is far from being fully understood, let alone
solved. The most successful remedies to-date are well-
chosen data augmentation schemes [7, 15, 18, 28, 11] and
adversarial training [10, 28, 34]. Geirhos et al. [12] pro-
posed the texture hypothesis, where they show that classifi-
cation models learn feature representations biased towards
textures. Many of these texture features are unstable and
get destroyed, for example, due to weather effects or digital
corruptions.
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The texture hypothesis can also be regarded from a
Fourier perspective [36]. Yin et al. [36] showed that models
achieve reasonable performance (∼60% accuracy) on the
i.i.d test set of ImageNet even with strong low or high pass
filtering applied to the input images during training and test-
ing.

This indicates the existence of many input-output corre-
lations in low-frequency and high-frequency domains. They
also showed that the performance degradation on corrupted
data varies across the frequency spectrum. For instance,
standard models trained on clean images are inherently bi-
ased to be more robust towards low-frequency corruptions
compared to high-frequency ones. It might seem that such
biases can be easily fixed with data augmentation. How-
ever, data augmentation comes with robustness trade-offs,
i.e., many transformations improve performance on some
types of corruptions but reduce performance on clean im-
ages. In realistic scenarios, the dominant fraction of data is
typically clean and not corrupted. Therefore, clean perfor-
mance must not be ignored.

To avoid such trade-offs, we propose RoHL — Robust
mixture of a HF (high-frequency) and a LF (low-frequency)
expert model. To build the HF expert model, we apply
TV minimization [2] on the activations of the first con-
volutional layer, as well as generic augmentations that af-
fect high-frequency components in the image. The HF ex-
pert is robust to high-frequency corruptions whereas the
LF expert, based on plain contrast augmentation, is robust
to low-frequency corruptions. We show that having such
complementary models improves performance both on cor-
rupted and clean images. Also compared to a standard two-
member ensemble it adds robustness at no additional cost.
An overview of its effectiveness is shown in Fig. 1.

In summary, we make two contributions: (1) We pro-
pose a new regularization scheme that enforces convolu-
tional feature maps to have a low total variation (TV). We
show that this boosts high-frequency robustness and is com-
plementary to other high-frequency augmentation opera-
tions. (2) We introduce the idea of mixing two experts
that specialize in high-frequency and low-frequency robust-
ness. We show that this mixture is complementary to di-
verse data augmentation, such as AugMix [18] and Deep-
Augment [15].

2. Related work
Lack of robustness under distribution shift. Geirhos et
al. [12] and Vasiljevic et al. [33] showed that models trained
against certain distortions often fail to generalize to un-
seen distortions. Hendryks et al. [16] proposed a synthetic
benchmark (ImageNet-C) to study robustness against di-
verse image distortions. Recht et al. [26] recreated a new
”ImageNetV2” validation set to benchmark naturally oc-
curring domain shift over time and observed larger perfor-

mance drops. Recent works evaluated performance under
distribution shifts for other vision tasks such as object detec-
tion [22] and segmentation [19], with similar conclusions.
Vulnerability to adversarial perturbations. Adversarial
perturbations [4, 30] are crafted noise signals designed to
maximally confuse a model. These perturbations are cate-
gorized into white-box attacks [8, 21, 23, 25, 30], where the
attacker has accessibility to model weights and gradients
and black-box attacks [3, 6, 9], where the attacker can only
query the model. Here, we focus on robustness to common
corruptions, which are encountered in practice even without
an adversary.
Improving robustness. Methods for improving robust-
ness can be broadly grouped into two primary categories:
a) using larger models and datasets [15, 24, 35] b) us-
ing data augmentation [11, 15, 18, 28]. Hendryks et
al. [17, 15] showed that pre-training on large datasets such
as ImageNet-21k improves robustness. Xie et al. [35]
trained large models on ImageNet and YFCC100M [32] in a
semi-supervised manner to obtain improved i.i.d and OOD
performance. Taori et al. [31] claimed that larger datasets
improve performance on OOD data, but are far from clos-
ing the performance gap. An effective measure to improve
OOD performance is data augmentation. Ford et al. [10]
observed that augmentation techniques such as Gaussian or
adversarial noise bias the model to be robust against certain
corruption types, while degrading on others. Yin et al. [36]
showed that these trade-offs can be better understood by
looking at the Fourier statistics of the different corruption
types. Geihos et al. [11] showed that using stylized im-
ages for training increases shape-bias and thus, improves
robustness. Rusak et al. [28] studied noise corruptions and
established a strong baseline on ImageNet-C. Hendryks et
al. [15, 18] showed that diverse data augmentation can ob-
tain strong results on the ImageNet-C benchmark. Recently,
Schneider et al. [29] showed that performance can be fur-
ther improved by adapting batch-norm statistics at test-time.

3. Effect of data augmentation on robustness

3.1. Robustness trade-offs of data augmentation

High frequency robustness. It has been shown that models
trained with Gaussian noise or adversarial training exhibit
improved resilience to corruptions that affect the high fre-
quencies of the signal [36]. Such corruptions include dif-
ferent noise corruptions like Gaussian or salt-and-pepper
noise. Also corruptions that include blur affect the high-
frequency components, as they diminish high-frequency
image features such as edges. Data augmentation with op-
erations that act on the high-frequencies make the trained
model to rely less on high-frequency features and have been
shown to improve robustness to corruptions concentrated
in the high-frequency spectrum considerably. However, as
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they remove high-frequency features from the model, they
also reduce performance on clean images considerably.
Low frequency robustness. Achieving robustness to low
frequency corruptions, such as fog, haze, contrast, is less
obvious compared to high-frequency robustness. Natu-
ral images are inherently dominated by the low-frequency
components. Yin et al. [36] showed that a data augmenta-
tion approach such as randomly perturbing low-frequency
Fourier components does not improve low-frequency ro-
bustness. The perturbation destroys natural image statis-
tics and even degrades performance on corruptions such as
fog. They claimed that no clear trade-off exists for low fre-
quency corruptions. We investigate this further in Sec. 5.3.

3.2. Diverse data augmentation

A way to get around the above trade-offs is the simulta-
neous application of diverse data augmentation transforma-
tions. AugMix and DeepAugment are two such data aug-
mentation methods, which improve robustness across the
frequency spectrum.
AugMix. AugMix [18] composes image transformations
from a variety of augmentation operations taken from Au-
toAugment [7]. It involves sampling k random sequences
of augmentation operations, resulting in k augmented im-
ages. These augmented images are then mixed element-
wise with randomly sampled weighting factors. A final im-
age is obtained by mixing the augmented image again with
the clean version. AugMix models are trained with an addi-
tional consistency loss to enforce similar responses for the
clean and augmented image embeddings. In particular, the
Jensen-Shannon divergence (JSD) among the posterior dis-
tributions of the original sample and its augmented variants
is minimized.
DeepAugment. DeepAugment [15] uses encoder-decoder
networks trained for image super-resolution and image
compression to generate augmented images. Distorted im-
ages are generated by passing an image through these net-
works but with the weights being perturbed by random
transformations. The distorted images are precomputed be-
fore using them for training.

4. RoHL: combining frequency biased models
Models trained with different robustness biases are likely

to make different errors. We hypothesize that combin-
ing models with orthogonal low and high frequency biases
should boost performance across the frequency spectrum.
We propose RoHL based on this hypothesis and show that
it is complementary to diverse data augmentation.

4.1. Data augmentation targeted for high and low
frequencies

To cover high-frequency corruptions, we use Gaussian
noise and Gaussian blur as generic transformations for data

Contrast Gaussian noise Gaussian blur

0.2

0.4

0.6

0.8

1.0

Figure 2: Fourier spectrum of three basic corruptions. Low-
frequency components are near the center of the spec-
trum. Left: Contrast augmentation mostly affects the low-
frequency components. Middle, Right: Gaussian noise and
blur have relatively larger concentrations in high-frequency
regions (away from the center). For visualization details;
see supplementary (Sec. 1).

augmentation when training the high-frequency (HF) expert
of the ensemble. For added high-frequency robustness we
further suggest a new regularization approach when training
this expert; see Sec. 4.3.

The second member of the ensemble is optimized for
low-frequency (LF) corruptions. We do so by using contrast
change as a simple generic augmentation operation that has
dominant low-frequency components.

The Fourier spectrum of these simple data augmentation
operations is visualized in Fig. 2. Both experts are trained
by additionally using diverse data augmentation (we test
AugMix and DeepAugment). Implementation details are
discussed in the experimental section.

4.2. Combination of expert predictions

The derived expert models for HF and LF robustness are
combined and tested on object classification and detection.
We combine model predictions by simply averaging predic-
tions of the two member models. We also explored more
sophisticated learned merging models. The improvement in
performance, however, did not justify the increased com-
plexity over simple averaging (Occam’s razor). We denote
this combination as RoHL (HF, LF).

4.3. TV minimization on feature maps

We improve on the HF expert by introducing a new
regularization operation on the early feature maps of the
network. In classical image processing, TV minimization
has been widely used for various signal restoration prob-
lems [2]. TV minimization is particularly useful for remov-
ing oscillations in the signal. Unlike conventional low-pass
filtering, TV minimization is a nonlinear operation and is
formulated as an optimization problem.

TV minimization could directly filter out noise in the test
images, but this requires solving an optimization problem
for each test image, which makes the approach slow. More-
over, denoising will also destroy important high-frequency
signals and may introduce new artefacts on test images.
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Figure 3: Effect of training with TV regularization. a) and
d) show a clean and a noisy test image. We compare fea-
ture map visualizations of a standard and a TV regular-
ized model. b) and e) show the most active feature map
generated after forwarding of a clean and noisy image, re-
spectively. c) and f) show the same for a TV regularized
model. Larger activation values have a lighter shade, while
smaller values are darker. We also show the average L2 dis-
tance between feature maps from the clean and the noisy
test images. For a more robust model, the activation statis-
tics should fluctuate less under the influence of noise. We
observe that the TV regularized model learns to suppress
noise which was unseen during training. We see that f) is
much smoother compared to e) and is closer to c).

This can contribute towards additional performance degra-
dation [16].

We rather propose to use TV minimization at training
time. Instead of applying it to the input images, we apply it
to the feature maps of the first conv layer, which processes
the input image. As we have discussed, standard CNN
models are biased towards using high-frequency informa-
tion, such as textures. Such a biased model contains filters
that fire erratically whenever high-frequency information is
present in the input image, resulting in large, noisy acti-
vations. This causes downstream layers — which rely on
the first convolutional feature maps — to behave in unpre-
dictable ways. We hypothesize that removing spatial out-
liers (oscillations) in the first conv feature maps will yield
more stable representations and, thus, improves robustness
to high-frequency corruptions. Since high-frequency sig-
nals are picked up best by the first network layer, this is the
best placement of the regularizer. We verified this also em-
pirically; see supplementary (Sec. 3). For continuous func-
tions f : RH×W ⊃ Ω → R, the TV norm of f is defined
as:

LTV (f) =

∫
Ω

|∇f |.

The feature maps x ∈ RH×W are on a discrete grid. The
finite difference approximation reads:

LTV (x) =
∑
i,j

|xi,j+1 − xi,j |+ |xi+1,j − xi,j |.

This loss can be combined with the standard cross en-
tropy loss (LCE) for image classification:

L(ȳ,y,F) = LCE(ȳ,y) + λ
∑
c

LTV (Fc)

where F ∈ RC×H×W denotes conv feature maps with C
channels. ȳ and y denote the predictions and targets re-
spectively. The factor λ controls the regularization strength
(larger values will result in smoother feature maps). The ef-
fect of training models with TV regularization is shown in
Fig. 3. Models trained with TV regularization yield more
consistent feature maps for clean and noisy images. We
note that this application of TV regularization is different
from standard TV-based image denoising as the reconstruc-
tion loss (the data term) is replaced by cross entropy loss.

5. Experiments
5.1. Experimental setup

5.1.1 Datasets

ImageNet & ImageNet-C. The ImageNet dataset consists
of approximately 1.2 million images categorized into 1000
classes. To evaluate i.i.d performance we used the stan-
dard clean test set. To evaluate performance under distribu-
tion shift we used the ImageNet-C dataset [16], a corrupted
version of ImageNet’s clean test set. ImageNet-C consists
of images distorted with 15 different synthetic corruption
types (grouped into noise, blur, weather, and digital corrup-
tion). Each corrupted subset has 5 severity levels.
ImageNet-100 & ImageNet-C-100. For quicker experi-
mentation, we ran ablations on a smaller subset of the Im-
ageNet dataset consisting of 100 classes. We refer to this
dataset as ImageNet-100. The corrupted version of this
dataset is denoted as ImageNet-C-100.
Datasets with natural corruptions. To evaluate on natu-
ral corruptions we used BDD100k [37] and DAWN [20].
BDD100k consists of driving scenes recorded in varying
weather conditions and different times of the day. It is an
object detection dataset. We follow [22] to create test splits
for different weather conditions: clear, rainy and snowy.
DAWN contains a collection of 1000 images taken from
road traffic environments with severe weather corruptions.
The samples are divided into four weather conditions: fog,
rain, snow, and sandstorm. DAWN is used for testing only.
Datasets with other distribution shifts. For non-
corruption based shifts we used ImageNet-R [15] and Ob-
jectNet [1]. ImageNet-R contains images of styles, such as
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abstract or artistic renditions of object classes. ImageNet-
R contains 30k image renditions for 200 ImageNet classes.
ObjectNet contains 50k images with 313 object classes with
109 classes overlapping with ImageNet. Images contain
varying pose and background.

5.1.2 Implementation details

Evaluation. Classification models are usually compared
using the error computed on the clean test set (i.i.d). The
error metric measures the percentage of misclassification
and is computed as: (100 − Top-1-Accuracy)%. Besides
the clean error, for corruption datasets, we report the mean
corruption error (mCE). This involves first computing the
unnormalized corruption error (uCEc) of a given corruption
type (c) by averaging across the 5 severity levels. Then,
for ImageNet-C-100, we average uCEc for all 15 corrup-
tion types to compute mCE. For ImageNet-C, we follow
the convention [16] of normalizing (uCEc) with AlexNet’s
corruption error, before averaging over all corruption types.
To evaluate classification performance on natural corrup-
tions, we report errors on different corruption types and
their mean. For object detection performance, we use the
COCO Average Precision (AP) metric, which averages over
IoUs between 50% and 90%. On corrupted data we also re-
port mean AP over corruption types and denote it as mAPc.
Architectures. Our experiments use ResNet50. For ab-
lation experiments on ImageNet-100, we moved to the
smaller ResNet18 architecture. The object detection exper-
iments use FasterRCNN [27] with ResNet50 as backbone.
Training. We employ AugMix data augmentation together
with the JSD consistency loss and the default hyperparam-
eters [18]. For DeepAugment, we use augmented images
pre-computed by Hendryks et al. [15]. To train with TV
regularization, we use a regularization factor λ= 1e−5 for
all experiments (a sensitivity analysis for λ is included in
the supplementary, Sec. 3). We finetune models to induce
HF and LF robustness biases with data augmentation op-
erations. For object detection with FasterRCNN, we used
mmdetection framework’s implementation [5]. For more
detailed training settings see supplementary (Sec. 2).

5.2. Effect of training with TV regularization

We considered the following settings: a) standard base-
line model trained on natural images, b) trained with
AugMix data augmentation (denoted as AM), c) trained
with AugMix data augmentation and TV regularization
(denoted as AMTV). Fig. 4 shows that the TV regular-
ized model consistently improves over the standard and
the AugMix model on all corruptions that affect high
frequencies. On low-frequency corruptions (Eg: bright-
ness, contrast, fog), TV regularization has a negative ef-
fect. Moreover, Tab. 1 shows that it increases the clean

Table 1: Classification error of the TV regularized model
compared to regular training and training with AugMix
(ImageNet-100). Standard: baseline model trained on natu-
ral images. TV regularization considerably improves on the
corrupted test set, but increases the error on clean images.

Model Clean err. mCE

Standard 12.2 49.9
AM 11.8 40.9
AMTV 14.8 35.9

error. This shows that TV regularization induces a high-
frequency robustness bias, which can be exploited by the
proposed high-frequency expert from Sec. 4.2.

We also investigated layer-wise application of TV regu-
larization and its impact on the high-frequency robustness.
Applying TV regularization on early conv feature maps
is crucial for achieving strong high-frequency robustness.
Also we evaluated applicability to architectures that do not
belong to the ResNet family, namely, DenseNet and MNas-
Net. Performance gains were similar to ResNet18 with no
hyperparameter changes. These additional results are in-
cluded in the supplement (Sec. 3).
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Figure 4: Classification error of an AMTV model on differ-
ent corruption types (ImageNet-C-100). Y-axis: mean error
for a given corruption type over all severities. X-axis: cor-
ruption types ordered from low to high frequency (indicated
by the colour gradient). Ordering is based on the amount of
high-frequency content in corruption types; see supplemen-
tary (Sec. 1). Standard denotes a baseline model trained
on natural images. Models trained with AugMix are gener-
ally more robust, and TV regularization complements this
with consistently better performance on all high-frequency
corruptions, making it an excellent high-frequency expert.

5.3. Inducing targeted robustness biases

5.3.1 High frequency robustness

We have seen previously that TV regularization reduces er-
ror on high-frequency corruptions at the cost of a higher
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(a) High frequency robustness bias
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(b) Low frequency robustness bias

Figure 5: Robustness bias and its impact on performance across corruption types. Figures 5a & 5b show corruption errors for
models exhibiting high and low frequency robustness biases, respectively. Y-axis: corruption error for different corruption
types (averaged over severity levels). X-axis: corruption types ordered from low to high-frequency. In Fig. 5a, both AMTV
and AMTV-ftGauss are robust to high frequency corruptions. AMTV-ftGauss shows larger improvements on blur corruptions.
Fig. 5b shows that AM-ftCont improves on low-frequency corruption types. Surprisingly, it also improves performance on
some noise corruptions. Comparing figures 5a & 5b, we see that these models have very different biases.

Table 2: Robustness bias due to data augmentation (re-
sults on ImageNet-100). Finetuning with Gaussian noise
and Gaussian blur induces a high-frequency robustness
bias, whereas using contrast augmentation induces a low-
frequency robustness bias.

Model Rob. bias Clean err. mCE

AM - 11.8 40.9
AM-ftCont LF 11.8 39.1
AM-ftGauss HF 13.2 32.5
AMTV HF 14.8 35.9
AMTV-ftGauss HF 16.0 31.5

error on clean images and low-frequency corruptions. In
particular, we observed improved robustness for noise and
blur corruptions. We tested to what degree this effect can
be achieved by finetuning the AugMix models with Gaus-
sian noise and Gaussian blur augmentation applied to the
images. We used additive Gaussian noise sampled from
N (0, 0.08). For Gaussian blur, we used a kernel size of
3. We finetuned both AM and AMTV models with these
HF augmentation operations. We denote these models as
AM-ftGauss and AMTV-ftGauss.

Tab. 2 shows that TV regularization combined with HF
augmentation operations obtains the best mCE. Although
the gap compared to AM-ftGauss seems small, these gains are
more pronounced for blur corruptions (see Fig. 5a). Thus,
TV regularization has a complementary effect to Gaus-
sian noise and blur augmentation. As we add more high-
frequency robustness bias, performance on clean images
and low-frequency corruptions deteriorated.

5.3.2 Low frequency robustness

To induce robustness on low-frequency distortions, we fine-
tune with contrast augmentation, which is a simple generic
transformation that mainly affects the low-frequency com-
ponents (see Fig. 2).

Yin et al. [36] evaluated a data augmentation scheme
by explicitly adding noise to low-frequency Fourier com-
ponents, and found that such an approach degrades perfor-
mance on low-frequency corruption types such as fog —
suggesting that a clear trade-off does not exist. On the
contrary, we observe that finetuning models with a low-
frequency perturbation such as contrast augmentation
does improve performance on other low-frequency cor-
ruptions (fog, frost, brightness). Also it does not degrade
the clean error, as shown in Tab. 2. Fig. 5b shows that it
also improves performance for certain high-frequency cor-
ruptions like noise while degrading it on blur. This sug-
gests that trade-offs are more nuanced compared to high-
frequency augmentation operations.

5.4. Combining frequency biased models

Can we improve on corruption without degrading the
clean error? Tab. 2 shows that biasing models for high-
frequency robustness improves the corruption error but de-
grades the clean error. AM-ftCont models retain performance
on the clean dataset while improving performance on some
corruptions, mostly the low-frequency ones. Since these
two models have different frequency biases, it is natural to
ask — can we improve performance by combining them?

Since ensembles generally have a positive effect on clas-
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Table 3: Performance comparison to a standard ensemble
(ImageNet-100). Model1 and Model2 denote the two mem-
bers. For a standard ensemble, the two models are indepen-
dently trained but with similar biases (first two rows). Our
results (third and fourth row) show improved performance
on corruptions while preserving clean performance.

Model1 Model2 Clean err. mCE

AM AM 10.9 39.1
AM Gauss, Cont AM Gauss, Cont 11.0 29.0
AM-ftGauss AM-ftCont 11.4 28.4
AMTV-ftGauss AM-ftCont 11.7 25.9

sification accuracy, we set up standard ensemble baselines
to compare the proposed expert ensemble. The first baseline
consists of two AM models. As we have seen that additional
augmentation operations improve mCE, we consider a sec-
ond ensemble, where each AM model is finetuned with all
the used augmentation operations (Gaussian noise, blur, and
contrast in addition to the default AugMix operations). We
denote members of the second ensemble as AM Gauss, Cont.
In these baseline ensembles, the member models have the
same biases, as they use the same training pipeline.
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Clean vs. Corruption error (ImageNet-100)
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Freq. biased models (single)
Baseline (ensemble)
RoHL variants (ensemble)

Figure 6: Clean vs corruption error on ImageNet-100. Each
point represents a model with a certain corruption error (x-
axis) and clean error (y-axis). Points closer to the origin in-
dicate a better trade-off between clean and corruption error.
Blue: baselines. Orange: variants of RoHL. Dots: single
models. Stars: ensembles of two models.

Tab. 3 shows that the expert combination
(AMTV-ftGauss, AM-ftCont) provides the best clean and
corruption error trade-off. These two models constitute the
HF and LF experts for our RoHL approach. It improves
the corruption errors by 13.2% points compared to the AM
ensemble baseline, while degrading the clean error by only
0.8% points. The trade-off between a low clean error and

Table 4: Results on ImageNet and ImageNet-C. We com-
pare RoHL to other state-of-the art approaches using a
ResNet50 architecture and an ensemble of two AMDA
models with already improves the state-of-the-art. RoHL
shows the best trade-off between clean error and mCE.

Model Clean err. mCE

Standard [14] 23.9 76.7

SO
TA

ap
pr

oa
ch

es

IN-21K-Pretrained [15] 22.4 65.8
SE (Self-Attention) [15] 22.4 68.2
CBAM (Self-Attention) [15] 22.4 70.0
AdversarialTraining [34] 46.2 94.0
SpeckleNoise [28] 24.2 68.3
StyleTransfer [12] 25.4 69.3
AugMix (AM) [18] 22.5 65.3
DeeAugmet (DA) [15] 23.3 60.4
AugMix+DeepAugment (AMDA) [15] 24.2 53.6

O
ur

s

Baseline Ensemble (AMDA, AMDA) 24.0 51.9
RoHL (AMTV, AM) 22.2 61.1
RoHL (AMDATV, AMDA) 23.6 49.7
RoHL (AMDATV-ftGauss, AMDA-ftCont) 22.7 47.9

high robustness to corruptions is best visualized in Fig. 6,
where we plot the clean vs corruption error for various
models. Combining models with different biases offers
a better trade-off than combining models with the same
bias.

5.5. Scaling to ImageNet

In the previous experiments, we progressively showed
training schemes for the HF and LF expert models constitut-
ing RoHL. In this section, we verify that the concept carries
over to the larger ResNet50 architecture and the full Ima-
geNet dataset. Additionally, we did not just use AugMix for
diverse data augmentation, but a combination of AugMix
with DeepAugment, a model that was recently suggested
by Hendryks et al. [15].

We first trained a model with TV regularization and Aug-
Mix. To train with DeepAugment, we followed Hendryks et
al. [15] and finetuned this model with AugMix and Deep-
Augment (denoted as AMDATV). The high-frequency ex-
pert model (denoted as AMDATV-ftGauss) was obtained by
finetuning the AMDATV model with Gaussian noise and
blur augmentation. The low-frequency expert was obtained
by finetuning the publicly available AMDA model with con-
trast augmentation. We denote this model as AMDA-ftCont.
Tab. 4 and Fig. 1 compare our RoHL approach to the state
of the art for a ResNet50 model. The standard baseline
is a model trained on clean images with random cropping
and horizontal flipping. Ensemble (AMDA, AMDA) is a
two-member ensemble of the state-of-the-art AMDA model
trained with AugMix and DeepAugment. RoHL improves
on both the clean and the corrupted error over the previ-
ous state-of-the-art (AMDA) and also over its ensemble
version.
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5.6. Results on real image corruptions

5.6.1 Object classification

Table 5: Object classification performance on natural cor-
ruptions. We show errors on various weather corruptions
in the DAWN-cls test set. DAWN does not have a un-
corrupted test set, hence we show results on the ”Clear” test
split of BDD100k-cls.

Model Clear Fog Rain Sand Snow
error mCE errors

Standard data augmentation 5.3 23.5 26.3 16.1 30.3 21.5
AMDA 4.9 16.4 19.4 10.9 21.6 13.6
Ensemble(AMDA, AMDA) 4.9 16.2 19.0 10.8 21.4 13.5
RoHL (AMDATV-ftGauss,AMDA-ftCont) 4.7 14.5 17.7 10.6 19.0 10.6

BDD100k and DAWN are object detection datasets con-
taining multiple object instances per image and hence can-
not be directly used in the classification setting. We ex-
tracted object images for each class using 2D bounding box
annotations to first transform these datasets to the standard
classification setting. The transformed variants are denoted
as BDD100k-cls and DAWN-cls.

We finetuned our ResNet50 models (pre-trained on Im-
ageNet) on the ”clear” split of BDD100k-cls. For RoHL,
we finetune with the HF and LF biases. We evaluated on
corrupted test sets of BDD100k-cls and DAWN-cls.

We observed that weather distortions present in
BDD100k are rather benign [20, 22]. Thus the corrupted
test sets do not impact performance of models trained even
with standard data augmentation (∼2% gap between i.i.d
and OOD; see supplementary, Sec. 5). DAWN contains
more severe distortions and thus, is more challenging (for
examples see supplementary, Sec. 7). Tab. 5 compares per-
formance of RoHL. Compared to the baselines, RoHL
performs better on all real corruptions.

5.6.2 Object detection

Table 6: Object detection performance with different
ResNet50 backbones used in FasterRCNN. We report AP
scores on the ”Clear” split of BDD100k and corrupted test
sets in DAWN. Higher AP scores are better. mAPc denotes
the mean AP over corruption types.

Pretrained Backbone Clear Fog Rain Sand Snow
AP mAPc AP

Standard data augmentation 31.3 24.9 21.5 25.1 24.8 21.7
AMDA 32.4 27.2 24.9 26.2 27.6 24.8
Ensemble(AMDA, AMDA) 32.4 27.2 25.4 26.2 27.6 24.2
RoHL (AMDATV-ftGauss,AMDA-ftCont) 32.6 28.8 24.9 24.9 28.1 33.4

To evaluate on object detection, we used the models fine-
tuned on BDD-100k-cls as backbone in the FasterRCNN
architecture. To combine predictions for the baseline en-
semble and RoHL, we averaged bounding box predictions

and class probabilities (both at the RPN and Fast-RCNN
stages [27]). For implementation details, see the supple-
mentary (Sec. 2). Tab. 6 shows that RoHL improves over
the baselines also in the scope of object detection.

5.7. Results on other domain shifts

To measure performance on distribution shifts other than
image corruptions, we evaluated RoHL on ImageNet-R
and ObjectNet. Similar to the previous sections, we com-
pare to the two-member ensemble of AMDA models. On
ImageNet-R, RoHL improves the error by 0.7% points.
On ObjectNet, we obtain an improvement of 1.5% points.
Gains for these distribution shifts are marginal. This is to
be expected, as object pose changes, for example, are high-
level modifications not covered by our approach. See sup-
plementary (Sec. 6) for detailed results.

5.8. Unsupervised domain adaptation

We evaluated performance of our models after adapta-
tion using Schneider et al.’s approach of updating batch-
norm statistics at test time [29]. Note: this approach is ap-
plicable if unlabelled OOD samples of the target distribu-
tion are available. Tab. 7 shows results on ImageNet-C and
DAWN-cls. RoHL’s improvements are preserved even
after adaptation.

Table 7: Results after adaptating BN statistics. Errors with
& without adaption are shown in columns adapt and base.

Model ImageNet-C DAWN-cls
mCE mCE

base adapt base adapt
Standard 76.7 62.2 23.5 16.8
AMDA 53.6 45.4 16.4 13.6
Ensemble(AMDA, AMDA) 51.9 44.7 16.2 13.5
RoHL (AMDATV-ftGauss,AMDA-ftCont) 47.9 41.2 14.5 12.4

6. Conclusions

We demonstrated that a mixture of two expert models
– one specializing on corruptions in the high-frequency
spectrum of the image and one specializing on the low-
frequency ones – consistently improves the trade-off be-
tween a low error on corrupted samples and a low error on
regular clean samples. We also showed that this approach
adds to the benefits of a regular ensemble of the same size.
Moreover, we introduced TV minimization on the first fea-
ture map as a new regularization technique, which consis-
tently improves on high-frequency corruptions and is com-
plementary to other measures in this realm. The principle is
flexible with regard to the used base model and dataset size.
We showed that the gains transfer to real-world corruptions
and also apply to object detection.
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2004. 2, 3

[3] Wieland Brendel, Jonas Rauber, and Matthias Bethge.
Decision-based adversarial attacks: Reliable attacks against
black-box machine learning models. ICLR, 2018. 2

[4] Nicholas Carlini and David Wagner. Adversarial examples
are not easily detected: Bypassing ten detection methods. In
AISec Workshop, 2017. 2

[5] Kai Chen, Jiaqi Wang, Jiangmiao Pang, Yuhang Cao, Yu
Xiong, Xiaoxiao Li, Shuyang Sun, Wansen Feng, Ziwei Liu,
Jiarui Xu, Zheng Zhang, Dazhi Cheng, Chenchen Zhu, Tian-
heng Cheng, Qijie Zhao, Buyu Li, Xin Lu, Rui Zhu, Yue Wu,
Jifeng Dai, Jingdong Wang, Jianping Shi, Wanli Ouyang,
Chen Change Loy, and Dahua Lin. MMDetection: Open
mmlab detection toolbox and benchmark. arXiv, 2019. 5, 11

[6] Pin-Yu Chen, Huan Zhang, Yash Sharma, Jinfeng Yi, and
Cho-Jui Hsieh. Zoo: Zeroth order optimization based black-
box attacks to deep neural networks without training substi-
tute models. In AISec Workshop, 2017. 2

[7] Ekin D Cubuk, Barret Zoph, Dandelion Mane, Vijay Vasude-
van, and Quoc V Le. Autoaugment: Learning augmentation
policies from data. CVPR, 2019. 1, 3

[8] Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun
Zhu, Xiaolin Hu, and Jianguo Li. Boosting adversarial at-
tacks with momentum. In CVPR, 2018. 2

[9] Yinpeng Dong, Hang Su, Baoyuan Wu, Zhifeng Li, Wei Liu,
Tong Zhang, and Jun Zhu. Efficient decision-based black-
box adversarial attacks on face recognition. In CVPR, 2019.
2

[10] Nic Ford, Justin Gilmer, Nicolas Carlini, and Dogus Cubuk.
Adversarial examples are a natural consequence of test error
in noise. ICML, 2019. 1, 2

[11] Robert Geirhos, Patricia Rubisch, Claudio Michaelis,
Matthias Bethge, Felix A. Wichmann, and Wieland Brendel.
Imagenet-trained CNNs are biased towards texture; increas-
ing shape bias improves accuracy and robustness. In ICLR,
2019. 1, 2

[12] Robert Geirhos, Carlos RM Temme, Jonas Rauber, Heiko H
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Supplementary Material

1. Details on different corruption types

1.1. Fourier spectrum visualization

For visualizing the Fourier spectrum, we always shift
low-frequency components to the center of the spectrum.
In Fig. 1, we visualize the Fourier spectrum of different
corruption types in the ImageNet-C test set. We denote
F : RH×W → CH×W as the 2D discrete Fourier transform
(DFT). Given a corruption function C : RH×W → RH×W

which perturbs a clean image X , following Yin et al. [36],
we plot E[|F(C(X) − X)|]. The quantity E[|F(C(X) −
X)|] is estimated over 5000 test images for each corrup-
tion type in the first severity level. We observe that noise
and blur corruption types have relatively larger intensities in
high-frequency regions (away from the center), compared to
corruption types such as fog, frost, brightness, and contrast.

1.2. Ordering of corruption types

To visualize induced HF/LF biases, for example, in Fig-
ures 4 and 5 of the main paper, we ordered corruption types
from low to high frequency. The ordering is done based on
the fraction of high frequency energy in the corruption type.
Given a clean image X and its corrupted version C(X), the
fraction of high frequency energy (Fhf ) of the corruption
can be computed as:

Fhf =
||H(C(X)−X)||2

||C(X)−X||2
,

where H(·) represents a high-pass filter. We use a circular
high-pass filter of size 56. E[Fhf ] is computed over 5000
images of a given corruption type. Fig. 2 shows the ordering
of corruption types based on Fhf values.

2. Implementation details

2.1. Object classification

2.1.1 Training

We used AugMix data augmentation together with the JSD
consistency loss [18]. We used the same hyperparameters
as [18]. When training models from scratch we used the de-
fault augmentation operations of AugMix. The list of oper-
ations is: autocontrast, equalize, posterize, rotate, solarize,
shear, translate. We used the standard 224 × 224 crop size
for input images. For DeepAugment, we used the publicly
available augmented images which were pre-computed by
Hendryks et al. [15]. We used DeepAugment only for our
large scale experiments on ImageNet.

For ImageNet-100, we trained our ResNet18 models for
75 epochs with AugMix. To train with TV regularization,
we used a regularization factor λ=1e−5 for all experiments
(a sensitivity analysis for λs see Fig. 4). We observed that
these models take longer to converge to a similar training
loss as standard AugMix models. Therefore, we train these
models for 150 epochs. On single GPUs, we use a batch
size of 64 and an initial learning rate of 0.025 and decayed
with the same schedule as [18].

For ImageNet, we used 8 Nvidia RTX 2080 Ti GPUs
to train our ResNet50 models. We train models with Aug-
Mix and TV regularization for 330 epochs with a batch size
of 256 and an initial learning rate of 0.1. ResNet50 mod-
els trained with AugMix are publicly available, hence we
do not re-train these models. For stable distributed train-
ing, we follow recommendations of Goyal et al. [13] and
perform a warm-up phase by training for 5 epochs. In this
phase, the learning rate is linearly increased from 0 to the
initial learning rate of 0.1. For training with AugMix and
DeepAugment, we follow [15].

For BDD100k-cls, we finetuned our ResNet50 models
(pretrained on ImageNet) for 75 epochs with a batch size of
64 and initial learning rate of 0.001.

For all datasets, to induce HF and LF robustness biases
we finetuned with the relevant data augmentation opera-
tions. The AugMix approach is slightly modified to achieve
this. We keep the JSD consistency loss but replace the de-
fault list of operations with either HF or LF augmentation
operations to induce the required bias. We finetuned for 15
epochs with an initial learning rate of 0.001

2.1.2 Combining predictions

To combine predictions for the baseline ensemble and
RoHL, we always use outputs after softmax is applied.

2.2. Object detection

2.2.1 Training

We use the mmdetection framework [5] to train our Faster-
RCNN architecture. To extract multi-scale feature repre-
sentations, we used FPN (Feature pyramid networks). We
trained using 8 GPUs with the default batch size and ini-
tial learning rate. The learning rate is decayed with the
”1x” schedule [5]. The backbone was initialized with bi-
ased ResNet50 models finetuned on BDD100k-cls. We did
not induce any further HF/LF biases during FasterRCNN’s
training.
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Figure 1: Visualizing Fourier spectrum of different corruption types. Given an image X and a corruption C we plot
E[|F(C(X) − X)|]. F denotes the 2D discrete Fourier transform. The expectation is computed over 5000 test images
of ImageNet-C for each corruption type. The center shows magnitudes for Fourier components with the lowest frequency.
Points away from the center show magnitudes for — gradually increasing — higher frequency components. Note: the
corrupted images are stored in JPEG format, therefore the visualizations can have some compression artefacts.
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Figure 2: Corruption types and their Fhf (fraction of high-
frequency energy).

2.2.2 Combining predictions

In addition to class probabilities, object detectors predict
bounding box coordinates for each class. FasterRCNN [27]
performs this in two stages. In the first stage, a region pro-
posal (RPN) head predicts object proposals (rough bound-

ing box estimates irrespective of the object’s class) and ob-
jectness scores (probability of a proposal containing an ob-
ject). After non-max suppression, these proposals are re-
fined in the second stage (like Fast-RCNN) where the fi-
nal bounding box coordinates and class probabilities are
predicted. We combine the model predictions also in two
stages. In the first stage, each model’s object proposals and
objectness scores are combined by averaging. Again, in the
second stage, we average class predictions and bounding
box predictions estimated by each model.

2.3. Unsupervised domain adaptation

For experiments on unsupervised domain adaptation we
followed Schneider et al. [29] to adapt batch normalization
statistics. Schneider et al. have shown that multiple unla-
beled examples of the corruptions can be used for unsu-
pervised adaptation. Updating the activation statistics esti-
mated by batch normalization at training time with those of
corrupted samples improves performance on ImageNet-C.
Before evaluation on a corrupted test set, we used all sam-
ples to update the batch normalization statistics. Table 7. of
the main paper shows results after adaptation. Note: we are
able to preserve state-of-the-art performance on ImageNet-
C even after adaptation.
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Figure 3: Impact of TV regularization applied to different layers (errors on ImageNet-C-100). Y-axis: mean error for a
given corruption type over all severities. X-axis: corruption types ordered from low to high frequency. The legend on the
right shows models trained with TV regularization applied to a specific layer of the ResNet18 architecture. The layer names
are ordered sequentially along the network depth. We observe that applying TV regularization on conv1 — the first layer
that processes the input image — leads to optimal high-frequency robustness. The effect slowly diminishes as we shift the
application of TV regularzation deeper into the network.

3. Additional results on TV regularization

3.1. Layer-wise application of TV regularization

As we have discussed in Sec. 4.3 of the main text, stan-
dard CNN models are biased towards using high-frequency
information, such as textures. Such a biased model con-
tains filters that fire erratically whenever high-frequency in-
formation is present in the input image, resulting in large,
noisy activations. This causes downstream layers — which
rely on the first convolutional feature maps — to behave in
unpredictable ways. We hypothesized that removing spatial
outliers in the first conv feature maps will yield more sta-
ble representations and, thus, improves robustness to high-
frequency corruptions. We verify this hypothesis empiri-
cally by applying this regularization to different layers of a
ResNet18 architecture along the network depth. Results are
shown in Fig. 3. We observe that applying TV regulariza-
tion to the first conv layer’s activation maps leads to optimal
high-frequency robustness.

3.2. Results on other architectures

Besides the ResNet family, we evaluated for two ad-
ditional architectures, MNasNet 0.75 and DenseNet121.

Tab. 1 shows results on IN-100 with the same hyperparam-
eters as ResNet. We observe a significant decrease, similar
to ResNet18 for AugMix models (see Table 1 in the main
text).

Table 1: Performance of AMTV with other architectures on
IN-100.

Model Arch. clean err. mCE
AM MNasNet 0.75 11.8 45.2
AMTV MNasNet 0.75 11.6 39.0
AM DenseNet121 9.8 36.6
AMTV DenseNet121 12.7 30.4

3.3. The TV regularization factor λ

The hyperparameter λ controls the strength for the TV
regularization term. For all experiments in the main pa-
per, we used a value of 1e−5. Here we study how different
values of λ affect the clean and corruption error. To this
end, we first sampled 50 random values for λ in the range
[1e−6, 5e−4]. For each λ we trained ResNet18 models on
ImageNet-100 with TV regularization. We plot the clean vs
corruption error for each model in Fig. 4. We observe that
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models trained with λ ∈ [1e−6, 9e−5] have a good clean vs
corruption error trade-off. Larger values of λ degrade both
clean and corruption errors.

3.4. Effect of λ on feature maps

In Fig. 5 we visualize two examples to show the effect
of increasing the TV regularization factor λ that is used for
training. We observe that as we increase λ during training,
the most active feature map for the conv1 layer is impacted
less by noise at test time. We highlight that these models
were not trained with any noise augmentation.

4. Detailed results on ImageNet
4.1. Robustness biases of expert models

We show the clean error and mCE for the high-frequency
and low-frequency expert models in Tab. 2. The high-
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Figure 4: Clean vs corruption error for different values of
λ (ImageNet-100). Each dot shows the performance of a
model trained with a certain λ. Values of λ are sampled
uniformly at random from the range: [1e−6, 1e−3]. The
size of each dot is directly proportional to the sampled value
for λ (larger dots indicate larger values of λ). Left: Shows
performance of all models. Right: A closer look at mod-
els with good clean vs corruption error trade-off. We ob-
serve that models trained with smaller regularization factors
(1e−6 < λ < 9e−5) perform better.

Table 2: Performance of HF and LF experts (Ima-
geNet). We show the clean error and mCE for ResNet50
models trained on ImageNet. High-frequency (HF) ex-
pert is AMDATV-ftGauss. Low-frequency (LF) expert is
AMDA-ftCont.

Model Clean err mCE

AMDA 24.2 53.6
AMDA-ftCont 23.4 52.8
AMDATV-ftGauss 26.4 52.6

frequency expert (AMDATV-ftGauss) was first trained with
AugMix and DeepAugment with TV regularization and
then finetuned on Gaussian noise and blur. The low-
frequency expert was obtained by finetuning the publicly
available AMDA model with contrast augmentation.

Although the the results in Tab. 2 does not show much
difference in terms of mCE, these expert models have very
different robustness biases. This is shown in Fig. 6. Com-
pared to the baseline AMDA, the high-frequency expert
AMDATV-ftGauss improves on most high-frequency corrup-
tions while performing worse on low-frequency corrup-
tions. AMDA-ftCont on the other hand improves on most
low-frequency corruptions and some high-frequency cor-
ruptions (noise). These observations are similar to the small
scale ablation experiments on ImageNet-100 in the main
paper (Section 5.3). Also we highlight that clean error
improves for the low-frequency expert AMDA-ftCont (see
Tab. 2).

4.2. Results of RoHL variants

In Tab. 3 we compare performance of RoHL variants
with other approaches and an ensemble of two AMDA mod-
els. We also show errors on each corruption type. The trade-
off between Clean vs Corruption error is shown in Fig. 7.
We observe that RoHL(AMDATV-ftGauss, AMDA-ftCont)
outperforms the baseline Ensemble(AMDA, AMDA) on all
high-frequency corruption types except Motion and Zoom
blur. On low-frequency corruption types our approach
performs the same or better. Also, we highlight that
RoHL(AMDATV, AMDA) also improves that state-of-the-
art without any additional data augmentation.

5. Results on BDD100k

Object classification. BDD100k is an object detec-
tion dataset containing multiple object instances per im-
age and hence cannot be directly used in the classifica-
tion setting. We extracted object images for each class us-
ing 2D bounding box annotations to first transform these
datasets to the standard classification setting. The trans-
formed variants are denoted as BDD100k-cls. We fine-
tuned our ResNet50 models (pre-trained on ImageNet) on
the ”clear” split of BDD100k-cls. For RoHL, we finetune
with the HF and LF biases. We evaluated on corrupted test
sets of BDD100k-cls. We observed that weather distortions
present in BDD100k are rather benign (see Fig. 8). From
Tab. 4 we observe that the corrupted test sets do not sig-
nificantly impact performance of models trained even with
standard data augmentation.

Object detection. Results for object detection are shown
in Tab. 5. We can observe that performance gap between
i.i.d and OOD is marginal.
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Label: goldfish
Images

Prediction: goldfish
= 0

Prediction: goldfish
= 1e 8

Prediction: goldfish
= 1e 7

Prediction: goldfish
= 1e 6

Prediction: goldfish
= 1e 5

Prediction: stingray Prediction: hammerhead Prediction: goldfish Prediction: goldfish Prediction: goldfish

(a) Example: goldfish

Label: great_white_shark
Images

Prediction: great_white_shark
= 0

Prediction: great_white_shark
= 1e 8

Prediction: great_white_shark
= 1e 7

Prediction: great_white_shark
= 1e 6

Prediction: great_white_shark
= 1e 5

Prediction: stingray Prediction: hammerhead Prediction: stingray Prediction: great_white_shark Prediction: great_white_shark

(b) Example: great white shark

Figure 5: Effect of increasing TV regularization factor (λ). In Fig. 5a and Fig. 5b we visualize two examples to show effect of
increasing the TV regularization factor λ that is used for training. First column: clean and noisy images. Remaining columns
(left to right): the most active feature map (conv1) generated after forwarding a clean and noisy test image to a model trained
with a certain λ (shown in the column header). Larger activation values have a lighter shade, while smaller values are darker.
λ = 0 means no TV regularization was used. Models with no TV regularization fire erratically for the noisy test image.
Increasing λ leads to smoother activation maps. With a larger λ (≥ 1e−4), models face convergence issues and performance
deteriorates.

6. Results on other distribution shifts

6.1. ImageNet-R

To measure performance on non-corruption based distri-
bution shift we evaluate RoHL on ImageNet-R. We com-
pare to other state-of-the-art approaches and a two-member
ensemble of AMDA models. We note that ImageNet-R
contains a subset of 200 classes from ImageNet. There-
fore to evaluate models trained on ImageNet we follow
Hendryks et al. [15] and mask out predictions for irrelevant
class indices. We do not train or finetune new models. The
results are shown in Tab. 6. RoHL improves on i.i.d and

OOD test sets but the gains are diminished.

6.2. ObjectNet

We evaluate our ResNet50 models trained on ImageNet
on ObjectNet’s test images. We excluded non-overlapping
classes between ImageNet and ObjectNet. Results are
shown in Tab. 7. Considering the high baseline errors, the
improvements are marginal.
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(a) High frequency robustness bias
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(b) Low frequency robustness bias

Figure 6: Robustness bias and its impact on performance across corruption types (ImageNet). Fig. 6a and Fig. 6b show
corruption errors for models exhibiting high and low-frequency robustness biases, respectively. The y-axis shows the cor-
ruption error for different corruption types (averaged over severity levels) and the x-axis shows corruption types categorized
into high-frequency (red text) and low-frequency (blue text). In Fig. 6a, we see that AMDATV-ftGauss is more robust to high
frequency corruptions compared to AMDA. Fig. 6b shows that AMDA-ftCont improves on low-frequency corruption types.
Surprisingly, it also improves performance on some noise corruptions. Comparing Fig. 6a and Fig. 6b, we see that these
models have very different biases.

Table 3: Detailed results on ImageNet and ImageNet-C. We compare RoHL to other state-of-the-art approaches using a
ResNet50 architecture. We also compare to an ensemble of two AMDA models with already improves the state-of-the-art.
RoHL shows the best trade-off between clean error and mCE. Individual errors for different corruption types are also shown.
Error for each corruption type is normalized by AlexNet’s error [16] on that particular corruption. Therefore, values greater
than 100 indicate worse performance compared to AlexNet.

Noise Blurs Weather Digital
Model Clean err. mCE Gauss. Shot Impulse Defocus Glass Motion Zoom Snow Frost Fog Bright. Cont. Elastic Pix. JPEG

Standard-R50 23.9 76.7 80 82 83 75 89 78 80 78 75 66 57 71 85 77 77

SO
TA

ap
pr

oa
ch

es

IN-21K-Pretraining 22.4 65.8 61 64 63 69 84 68 74 69 71 61 53 53 81 54 63
SE (Self-Attention) 22.4 68.2 63 66 66 71 82 67 74 74 72 64 55 71 73 60 67
CBAM (Self-Attention) 22.4 70.0 67 68 68 74 83 71 76 73 72 65 54 70 79 62 67
AdversarialTraining 46.2 94.0 91 92 95 97 86 92 88 93 99 118 104 111 90 72 81
SpeckleNoise 24.2 68.3 51 47 55 70 83 77 80 76 71 66 57 70 82 72 69
StyleTransfer 25.4 69.3 66 67 68 70 82 69 80 68 71 65 58 66 78 62 70
AugMix 22.5 65.3 67 66 68 64 79 59 64 69 68 65 54 57 74 60 66
DeepAugment 23.3 60.4 49 50 47 59 73 65 76 64 60 58 51 61 76 48 67
AugMix+DeepAugment (AMDA) 24.2 53.6 46 45 44 50 64 50 61 58 57 54 52 48 71 43 61

O
ur

s

Ens(AMDA, AMDA) 24.0 51.9 43 42 42 48 63 49 61 57 55 53 50 46 68 42 59
RoHL(AMTV, AM) 22.2 61.1 61 61 61 60 73 56 61 66 64 60 52 55 69 55 63
RoHL(AMDATV, AMDA) 23.6 49.7 41 40 39 46 57 47 58 57 53 53 49 46 64 38 57
RoHL(AMDATV-ftGauss,AMDA-ftCont) 22.7 47.9 36 35 34 45 55 56 66 57 50 53 47 35 64 36 50

Table 4: Object classification performance on BDD0100k-
cls with ResNet50. We show errors on weather corruptions
present in the BDD100k-cls test set. Corrupted samples are
mostly benign and hence do not significantly degrade per-
formance.

Model Clear Rain Snow
error mCE errors

Standard data augmentation 5.8 7.4 8.1 6.8
AMDA 5.3 6.5 7.1 5.8
Ensemble(AMDA, AMDA) 5.1 6.4 7.0 5.8
RoHL (AMDATV-ftGauss,AMDA-ftCont) 5.0 6.2 6.7 5.6

Table 5: Object detection performance with different
ResNet50 backbones used in FasterRCNN on BDD100k.
We report AP scores on the ”Clear” and corrupted test splits
of BDD100k. Higher AP scores are better. mAPc denotes
the mean AP over corruption types.

Pretrained backbone Clear Rain Snow
AP mAPc AP

Standard data augmentation 27.8 25.6 27.6 23.6
AMDA 27.7 25.7 27.4 23.9
Ensemble(AMDA, AMDA) 28.6 26.6 28.5 24.7
RoHL (AMDATV-ftGauss,AMDA-ftCont) 28.7 26.8 28.6 25.0
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Figure 7: Clean vs. corruption error on full ImageNet. The
Pareto-front shows that our approach scales well and im-
proves the previous state of the art on ImageNet-C.

Table 6: Results on ImageNet-200 and ImageNet-R.
ImageNet-200 (IN-200) uses the same 200 classes as
ImageNet-R (IN-R). Here IN-200 and IN-R are the i.i.d and
OOD test sets respectively. RoHL improves both i.i.d and
OOD performance compared to the state-of-the-art AMDA.

Model IN-200 IN-R
error error

Standard ResNet50 [14] 7.9 63.9

SO
TA

ap
pr

oa
ch

es

IN-21K-Pretrain [15] 7.0 62.8
CBAM(Self-Attention) [15] 7.0 63.2
AdversarialTraining [34] 25.1 68.6
SpeckleNoise [28] 8.1 62.1
StyleTransfer [12] 8.9 58.5
AM [18] 7.1 58.9
DA [15] 7.5 57.8
AMDA [15] 8.0 53.2

O
ur

s Baseline Ensemble (AMDA, AMDA) 8.0 52.3
RoHL (AMDATV-ftGauss,AMDA-ftCont) 7.5 51.6

Table 7: Errors on ObjectNet with ResNet50. Lower is bet-
ter.

Model ObjectNet (error)

Standard ResNet50 72.3
AMDA 72.4
Ensemble(AMDA, AMDA) 72.3
RoHL (AMDATV-ftGauss,AMDA-ftCont) 70.8

7. Dataset details
7.1. Visual examples of real image corruptions

Fig. 8 shows example images of real image corruptions
from BDD100k and DAWN. We can observe that corrupted

images on BDD100k are mostly benign. DAWN on the
other hand contains more severe samples.

7.2. ImageNet-100

The class ids for the ImageNet-100 dataset used
in our ablation studies are listed below: n01443537,
n01484850, n01494475, n01498041, n01514859,
n01518878, n01531178, n01534433, n01614925,
n01616318, n01630670, n01632777, n01644373,
n01677366, n01694178, n01748264, n01770393,
n01774750, n01784675, n01806143, n01820546,
n01833805, n01843383, n01847000, n01855672,
n01860187, n01882714, n01910747, n01944390,
n01983481, n01986214, n02007558, n02009912,
n02051845, n02056570, n02066245, n02071294,
n02077923, n02085620, n02086240, n02088094,
n02088238, n02088364, n02088466, n02091032,
n02091134, n02092339, n02094433, n02096585,
n02097298, n02098286, n02099601, n02099712,
n02102318, n02106030, n02106166, n02106550,
n02106662, n02108089, n02108915, n02109525,
n02110185, n02110341, n02110958, n02112018,
n02112137, n02113023, n02113624, n02113799,
n02114367, n02117135, n02119022, n02123045,
n02128385, n02128757, n02129165, n02129604,
n02130308, n02134084, n02138441, n02165456,
n02190166, n02206856, n02219486, n02226429,
n02233338, n02236044, n02268443, n02279972,
n02317335, n02325366, n02346627, n02356798,
n02363005, n02364673, n02391049, n02395406,
n02398521, n02410509, n02423022
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(a) DAWN: Rain (b) DAWN: Snow

(c) BDD100K: Rain (d) BDD100K: Snow

Figure 8: Example images of real image corruptions in BDD100k and DAWN. Images are randomly selected. DAWN
contains more severe image corruptions and has a larger negative impact on OOD performance.
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