
Label-Noise Learning with Intrinsically Long-Tailed Data

Yang Lu1,2* Yiliang Zhang1,2 Bo Han3 Yiu-ming Cheung3 Hanzi Wang1,2

1Fujian Key Laboratory of Sensing and Computing for Smart City, School of Informatics, Xiamen University, Xiamen, China
2Key Laboratory of Multimedia Trusted Perception and Efficient Computing,

Ministry of Education of China, Xiamen University, Xiamen, China
3Department of Computer Science, Hong Kong Baptist University, Hong Kong, China

luyang@xmu.edu.cn ylzhangcs@hotmail.com {bhanml, ymc}@comp.hkbu.edu.hk hanzi.wang@xmu.edu.cn

Abstract

Label noise is one of the key factors that lead to the poor
generalization of deep learning models. Existing label-
noise learning methods usually assume that the ground-
truth classes of the training data are balanced. How-
ever, the real-world data is often imbalanced, leading to
the inconsistency between observed and intrinsic class dis-
tribution with label noises. In this case, it is hard to
distinguish clean samples from noisy samples on the in-
trinsic tail classes with the unknown intrinsic class dis-
tribution. In this paper, we propose a learning frame-
work for label-noise learning with intrinsically long-tailed
data. Specifically, we propose two-stage bi-dimensional
sample selection (TABASCO) to better separate clean sam-
ples from noisy samples, especially for the tail classes.
TABASCO consists of two new separation metrics that com-
plement each other to compensate for the limitation of us-
ing a single metric in sample separation. Extensive exper-
iments on benchmarks demonstrate the effectiveness of our
method. Our code is available at https://github.
com/Wakings/TABASCO.

1. Introduction
Under the support of a large amount of high-quality la-

beled data, deep neural networks have achieved great suc-
cess in various fields [27, 40, 7]. However, it is expen-
sive and difficult to obtain a large amount of high-quality
labeled data in many practical applications. Instead, the
commonly used large-scale training data is usually obtained
from the Internet or crowdsourcing platforms like Amazon
Mechanical Turk, which is unreliable and may be misla-
beled [52, 43]. The models trained on this kind of unreliable
data, called noisy-labeled data, often produce poor general-
ization performance because deep neural networks tend to
overfit noisy samples due to their large model capacity. In
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Figure 1: (a) An example of observed class distribution with
noisy labels with long-tailed intrinsic class distribution. (b)
The training loss of each sample under noisy-labeled and
long-tailed data.

the literature, there are some works to obtain a robust model
trained on noisy-labeled data [11, 44]. Among them, the
most straightforward and effective way is to differentiate
between clean and noisy samples based on their differences
in specific metrics, such as training loss [12, 29, 23].

These label-noise learning methods generally assume
that the intrinsic class distribution of the training data is
balanced, where each class has almost the same number
of samples in terms of their unknown ground-truth labels.
However, the data in real-world applications are often im-
balanced, e.g., the LVIS dataset [9] and the iNaturalist
dataset [17]. The class imbalance usually exhibits in the
form of a long-tail distribution, where a small portion of
classes possess a large number of samples, and the other
classes possess a small number of samples only [38, 18]. In
this case, the model training tends to the head classes and
ignores the tail classes [60, 62]. When both noisy labels and
long-tail distribution exist, training a robust model is even
more challenging. There are two key challenges in this sce-
nario. (1) Distribution inconsistency: The observed and
intrinsic distributions are likely inconsistent due to noise la-
bels, making the model more difficult to discover and focus
on the intrinsic tail classes. As illustrated in Fig. 1(a), the in-
trinsic class distribution of the dataset is long-tailed, while
the existence of noisy labels makes the distribution more
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balanced. The intrinsic tail classes, e.g., classes 6 and 9, are
occupied by a large number of noisy data, making them no
longer tail classes by observation. (2) Tail inseparability:
Even if the tail class is identified, it is more difficult than
ever to distinguish between clean and noisy samples in the
tail class because clean samples are overwhelmed by noises
that make their values of the separation metric highly sim-
ilar. As illustrated in Fig. 1(b), the training loss of clean
and noisy samples in the tail class are generally inseparable
compared with the ones in the other classes. Several pre-
liminary works have studied the joint problem of label noise
and long-tail distribution [21, 49, 24, 2]. These methods im-
plicitly reduce the complexity of the problem by assuming a
similar noise rate for each class. However, this assumption
is too strong to apply because noisy samples from the head
classes may be the majority, resulting in a higher noise rate
in the tail class than in other classes.

In this paper, we propose a Two-stAge Bi-dimensionAl
Sample seleCtiOn (TABASCO) strategy to address the
problem of label-noise learning with intrinsically long-
tailed data. In the first stage, we propose to use two new sep-
aration metrics for sample separation, i.e., weighted Jensen-
Shannon divergence (WJSD) and adaptive centroid distance
(ACD), which work corporately to separate clean samples
from noisy samples in the tail classes. The proposed met-
rics are complementary, where WJSD separates the sam-
ples from the output perspective while ACD does that from
the feature perspective. In the second stage, we determine
the separation dimension with better separability for each
class and perform sample selection. In order to evaluate the
method uniformly and effectively, we introduce two bench-
marks with real-world noise and intrinsically long-tailed
distribution. The main contributions of our work can be
summarized as follows:

• We present a more general problem of label-noise
learning with intrinsically long-tailed data. The key
challenges in this problem are distribution inconsis-
tency and tail inseparability.

• We propose an effective solution called TABASCO.
With the help of two new separation metrics, it is able
to effectively identify and select clean samples of the
intrinsic tail class.

• We introduce two benchmarks with real-world noise
and intrinsically long-tailed distribution. Extensive
experiments on them show the effectiveness of our
method and the limitations of existing methods.

2. Related Work
2.1. Label-Noise Learning

A straightforward strategy to deal with noisy data is to
reduce the proportion of noise in training samples by sepa-

rating noisy samples from clean samples. Methods such as
co-teaching [12] and DivideMix [29] adopt the small loss
trick, while Jo-SRC [55] and UNICON [23] use Jensen-
Shannon divergence instead for sample selection. In con-
trast to methods that separate at the label level, some meth-
ods [30, 34] attempt to separate samples at the feature
space. There are also some methods to avoid over-fitting the
model to noisy data by imposing regularization constraints
on model parameters [50, 10] or labels [37, 58, 32]. Other
methods mitigate the influence of noisy data by adjusting
the loss functions, such as backward and forward loss cor-
rection [36], gold loss correction [16], MW-Net [41] and
Dual-T [54].

2.2. Long-tail Learning

Re-balancing the data for long-tail distributions is a clas-
sical strategy to solve the problem of long-tail learning,
such as re-sampling [4, 31, 8, 13] and data augmentation
[61, 57, 5]. In addition, there are methods to improve the
model generalization by introducing long-tail robust loss
functions [6, 3, 45, 39]. Methods such as FTL [56], RIDE
[46] and DiVE [15] try to solve the problem by using the
idea of transfer learning. Recently, approaches based on de-
coupling [22, 61, 59] split end-to-end learning into feature
learning and classifier retraining such that the obtained fea-
ture extractor is less affected by the long-tail distribution.
In contrast to the above methods with the supervised learn-
ing paradigm, CReST [47], ABC [28] and DARP [25] at-
tempt to solve the long-tail problem in the manner of semi-
supervised learning.

2.3. Label-Noise Learning on Long-tailed Data

Research on this joint problem has just been explored.
CNLCU [51] relaxes the constraint of the small loss trick by
regarding a portion of large loss samples as clean samples
to reduce the probability of misclassifying clean samples to
noisy samples in the tail class. RoLT [49] uses the distance
from the samples to the centroid of the current class instead
of the training loss for sample selection. HAR [2] uses an
adaptive approach to regularize noise and tail class samples.
Karthik et al. [24] uses the idea of decoupling to fine-tune
the loss function for better robustness after feature learning
by the self-supervised method. ULC [19] introduces uncer-
tainty to enhance the separation ability of noise samples.
H2E [53] reduces hard noises to easy ones by learning a
classifier as noise identifier invariant to the class and con-
text distributional changes.

3. Problem Definition
Given a training set D = {xi, ŷi}Ni=1, where ŷi ∈ [M ]

is the observed label of the sample xi. N is the number of
training samples, and M is the number of classes. In our
problem, D has the following properties:
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Figure 2: The proposed framework for label-noise learning with intrinsically long-tailed data.

• Noisy-labeled. There is a subset of samples D̂ ∈ D,
where a sample {x, ŷ} ∈ D̂ has an unknown ground-
truth label y different from its observed label ŷ.

• Long-tailed. The ground-truth class distribution is
long-tailed. Supposing nc is the number of the sam-
ples in class c, we have n1 > n2 > · · · > nM .

We call this kind of training data intrinsically long-tailed
because the observed class distribution may not be long-
tailed due to the existence of noisy labels. Therefore, our
goal is to learn from noisy-labeled data with the intrinsically
long-tailed class distribution. The problem is challenging
from two aspects. On the one hand, directly applying long-
tail learning methods [6, 3, 45] is infeasible because the ob-
served class distribution may be inconsistent with the in-
trinsic class distribution. On the other hand, label-noise
learning methods perform poorly in the tail classes because
they usually contain more noisy samples due to insufficient
data, as shown in Fig. 1(a). It results in high noise rates
in the tail classes, which brings great challenges to sepa-
rating clean samples and noisy samples for further train-
ing. Under this circumstance, the existing sample selection
methods [29, 23] often fail to select clean samples in the tail
class. The main reason is that it is difficult to distinguish the
tail class data from the noisy label data by existing metrics
like cross-entropy loss, as shown in Fig. 1(b).

4. Proposed Method
In this paper, we propose a two-stage bi-dimensional

sample selection (TABASCO) to address the problem
of label-noise learning with intrinsically long-tailed data.
TABASCO decouples the sample selection process into two
stages: (1) sample separation, and (2) dimension and cluster
selection. First, given an initial model θ trained on the orig-
inal training data D, we propose to calculate bi-dimension
metrics for each sample in each observed class based on the
outputs and features of the model. Second, we determine
the separation dimension with better separability for each
class, and we adopt the corresponding selection strategy to

select the cluster with more clean samples based on the se-
lected metric. Last, we adopt semi-supervised learning to
update the model by regarding the selected clean cluster as
labeled data. The overall framework is shown in Fig. 2.

4.1. Bi-Dimensional Separation Metrics

Due to the deficiency of a single separation metric to
distinguish clean samples from noisy samples in the com-
plex situation of noisy labels with intrinsic long-tail dis-
tribution, we propose to jointly use two metrics from dif-
ferent perspectives: weighted Jensen-Shannon divergence
(WJSD) and adaptive centroid distance (ACD). Both met-
rics are specifically designed for the joint problem and are
complementary to cover the case when only one of them
cannot separate clean samples from noisy samples well.
WJSD fully utilizes the information of prediction confi-
dence, while ACD relies on the distance in the feature space.
Thus, using clustering on samples according to the values
of their bi-dimensional metrics has the flexibility to sepa-
rate samples with different imbalance ratios, noise ratios,
and noise types.

We first reduce the separation granularity to alleviate the
interference from the head class to the tail class. Specif-
ically, the separation is performed within each observed
class according to the proposed bi-dimensional metrics. We
first divide training set D into subsets according to the ob-
served labels Dc = {(x, ŷ) | ŷ = c}. Given a sample
(xi, ŷi) ∈ Dc, the model predictions obtained from the
model θ is denoted as pi = [p1i , p

2
i , ..., p

M
i ], where pji is

the j’s dimension of vector pi. The one-hot representation
of the observed label ŷi is denoted as ŷi.

Weighted Jensen-Shannon Divergence The Jensen-
Shannon Divergence (JSD) is a commonly used metric to
separate samples by assessing the variability of model pre-
dictions [55, 23]. It is defined as:

JSD(xi) =
1

2
KL

(
pi

∥∥∥pi + ŷi

2

)
+

1

2
KL

(
ŷi

∥∥∥pi + ŷi

2

)
,

(1)



where KL(·∥·) is the Kullback-Leibler divergence. When
the intrinsic distribution is balanced, the JSD values of clean
samples are generally lower than the noisy samples, so the
separation can be easily modeled. However, when the distri-
bution is intrinsically long-tailed, the noisy and clean sam-
ples in a tail class tend to obtain similar prediction confi-
dence on the observed class c, because their predictions are
both towards the head classes. In this case, using JSD as a
separation metric fails to separate them. The reason is given
by Theorem 1, which shows the upper bound of the absolute
value of the JSD difference between two samples.

Theorem 1 (Upper bound of JSD difference) Suppose
xi and xj are two samples in class c, pci and qci
are the c’s dimension of their prediction confidence
pi = [p1i , p

2
i , ..., p

M
i ] and pj = [p1j , p

2
j , ..., p

M
j ], respec-

tively. The upper bound of the absolute value of the
difference between their JSD values is given by:

|JSD(xi)− JSD(xj)| ≤
1

2
log

(
pci + 1

pci

)
|pci − pcj |.

Theorem 1 shows that the difference between values of JSD
is only determined by the prediction confidence of the ob-
served class, i.e., pci and pcj . In addition, as |pci − pcj | gets
smaller with a fixed value of pci , |JSD(xi) − JSD(xj)| is
also smaller. This indicates that when two samples are in
the same class c with close values of pci , their JSD values
are also close, which makes it difficult to separate them.

Nevertheless, we can utilize the prediction confidence on
other classes, i.e., pdi for d ̸= c, to distinguish two sam-
ples even if their values of pci are close. Specifically, we
propose WJSD by imposing an additional weight on JSD
to further distinguish samples by inspecting their predic-
tion confidence on other classes rather than the observed
class. First, we take the maximum prediction confidence
max(pi) into account because it may reflect the confidence
of a noisy sample’s ground-truth class yi. Then, we calcu-
late the ratio of the maximum prediction confidence to the
prediction confidence of the observed class max(pi)/p

c
i . In

this manner, the additional weight is greater than one only
if the class with the maximum prediction confidence is not
the observed class. The larger gap between max(pi) and
pci makes the weight higher. To avoid exceptionally large
weights by the division during normalization over all sam-
ples in class c for later clustering, we set the upper bound ac-
cording to the averaged prediction confidence over all sam-
ples in class c. Finally, the additional weight can be calcu-
lated as follows:

W (xi) = min(max(pi)/p
c
i ,max(p̄c)/p̄

c
c), (2)

where p̄c = [p̄1c , p̄
2
c , ..., p̄

M
c ] = 1

|Dc|
∑|Dc|

i=1 pi is the aver-
age prediction confidence of class c. Thus, WJSD can be

calculated by:

WJSD(xi) = W (xi)× JSD(xi). (3)

Remarks: Compared with the value of JSD that is only
related to the prediction confidence on the observed class,
adopting the maximum prediction confidence in WJSD can
better separate clean samples from noisy samples.

Adaptive Centroid Distance. Although the sample sepa-
rability of WJSD is greatly improved compared with JSD,
the separation metric still relies on model prediction. When
all the noisy samples labeled in a class are from another
class, e.g., asymmetric noise, the model prediction for both
noisy and clean samples will be highly similar because it
is easy to learn a classifier that maps the features from two
different classes into one. It results in low discrimination
between the model predictions of clean and noisy samples
in this case. Thus, solely using WJSD may not be enough
to separate the clean and noisy samples when model predic-
tions (in terms of all classes, not only about pc) are close.

Except for separating the samples in the output space,
we propose another metric calculated in the feature space
to eliminate the bias from the classifier because the learned
features are more robust to noise labels. Specifically, for
a given sample, we can calculate the distance between its
feature and the class feature centroid to evaluate how the
feature of a sample deviates from its class centroid. This
approach is only practical when the quality of the centroid
is high. Directly calculating the centroid according to the
observed label may not be accurate because it involves a
certain number of features of the noisy samples. Therefore,
we define purity in Definition 1 to assess the quality of the
centroid of class c.
Definition 1 (Purity) Suppose a noisy sample set of class
c be Dc = {(x, ŷ) | ŷ = c}, where the intrinsic label cor-
responding to the sample is y. The purity PDc

of set Dc is
calculated by:

PDc
= max

k=1,...,M

{∑N
i=1 I (yi = k)

N

}
, (4)

where I(·) is an indicator function and N is the number of
samples in the set Dc.
Purity indicates the proportion of an intrinsic class that takes
the majority in the observed class c. The higher the purity of
a class set used to calculate the centroid, the better the cen-
troid helps to distinguish between noise and clean samples.
RoLT [49] adopts a similar idea to use class feature centroid
for noisy sample detection. However it directly calculates
the feature centroid on the observed class, such that it in-
evitably suffers from the existence of noise features when
the purity is low, especially in our problem.

In order to improve the purity of the class feature cen-
troid for distance calculation between features, we propose



ACD as the second separation metric to separate samples
jointly with WJSD. The feature centroid for each class is
adaptively updated by involving samples with high confi-
dence from the observed class. The class centroid oc based
on a high-confidence sample set DH

c is calculated by:

oc =
1

|DH
c |

|DH
c |∑

i=1

fi, (5)

DH
c = {xi|xi ∈ Dc, p

tc
i > Hc}, (6)

where fi is the feature of xi, and tc = argmaxc{p̄jc} is the
class index with the largest average prediction confidence of
class c. Thus, we can use the prediction confidence of class
tc for sample xi, e.g., ptci , as the selection criteria compare
with the threshold Hc. DH

c is constructed by the samples
in Dc whose corresponding prediction confidence of class
tc is higher than Hc. The high-confidence threshold Hc is
defined as:

Hc =
1

Dc

|Dc|∑
i=1

wi × ptci , (7)

wi = max
(
1, ptci /p̄tcc

)
. (8)

Hc is calculated by the weighted sum of the prediction con-
fidence of class tc for all samples xi. The weight wi in-
creases when a sample’s prediction confidence of class tc
is higher than its class average. Thus, the threshold is high
enough to ensure the purity of the selected samples. High
confidence samples are more representative and more likely
to be in the same class. It is worth noting that we choose
more representative samples rather than clean samples be-
cause the clean samples in the tail classes are easily over-
whelmed by the noise samples in our problem. In this case,
it is difficult to select the clean samples directly because the
noise samples may be more representative in the tail class.
As for asymmetric noise, the choice of clean or noisy sam-
ples to obtain centroid for sample separation is equivalent.

In each round, the centroids are adaptively adjusted be-
cause the feature extractor in the model is updated, as well
as the set DH

c . Therefore, the proposed metric ACD can be
calculated by:

ACD(xi) = cos(fi,oc). (9)

Remarks: The proposed two metrics, WJSD and ACD,
are complementary for sample separation in the tail classes.
When the ground-truth classes of the noisy samples are di-
verse, e.g. symmetric noise, WJSD plays the dominant role
because the predictions can hardly be unified due to the
class diversity of noisy samples. They are more likely to
be predicted towards their ground-truth class, which can be
captured by max(pi). In this case, ACD may not be effec-
tive in separating clean samples from noisy samples because

the messy noisy samples may affect the purity of the calcu-
lated centroid. On the other hand, when the ground-truth
classes of the noisy samples belong to only one class, e.g.,
asymmetric noise, WJSD tends to produce similar predic-
tions for noisy and clean samples, while the adaptive cen-
troid in ACD can help distinguish them in the feature space.

4.2. Bi-Dimensional Sample Selection

Once the values of the bi-dimensional metrics for all
samples in class c are calculated, each sample can be repre-
sented by a point in a 2D space. For each dimension, Gaus-
sian mixture model (GMM) can be adopted to separate the
samples in class c into two clusters G1

c ,G2
c .

Dimension Selection. Because each metric shows different
separability for different noise types, we first propose a di-
mension selection strategy to select a proper dimension to
separate clean and noisy samples. We consider three cases
to select the proper dimension: (a) both of them are accept-
able; (b) the separability of WJSD is better; (c) the separa-
bility of ACD is better. In short, we only need to figure out
if WJSD is suitable for sample separation. If it is certain
that WJSD does not show good separability, ACD will be
adopted. Fig. 3 shows three cases for dimension selection.

Therefore, we use the statistics of WJSD as the criterion
of dimension selection. We measure the means (µ1, µ2) and
standard deviations (σ1, σ2) of WJSD for two clusters sep-
arated by GMM in terms of ACD. We have two cases that
can determine when WJSD is better. We mainly compare
µ1 and µ2 with the threshold d of GMM in WJSD. First, as
shown in Fig. 3 (b), if one cluster G1

acd of ACD has a µ1 less
than d and a σ1 much larger than σ2 in another cluster with
a µ2 larger than d, it means that cluster G1

acd has more clean
samples but also many noise samples. So in this case, ACD
is improper and WJSD is proper. Second, if both µ1, µ2

are greater than d, it means that it is a representation of the
previous case in the tail class because there are fewer clean
samples in the cluster. So, in this case, WJSD is proper. The
strategy is summarized in Algorithm 1.

Cluster Selection. Once we have determined the separa-
tion dimension, we can obtain two sample clusters G1

c and
G2
c . However, it is not clear which cluster contains more

Noisy sample Clean sample Proper separation Improper separation
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W
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D
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W
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Figure 3: Examples of three cases of the optimal sepa-
ration dimension correspond to sample distribution in bi-
dimensional metrics.



Algorithm 1: The Dimension Selection Strategy
Input: Noise sample set Dc in class c, threshold η
Output: Cluster G1

c , G2
c

1 Obtain G1
wjsd, G2

wjsd and separation threshold d by
applying GMM with values of WJSD to all
samples in Dc

2 Obtain G1
acd, G2

acd by applying GMM with values of
ACD to all samples in Dc

3 Calculate the mean µ1, µ2 and variance σ1, σ2 of
WJSD for G1

acd,G2
acd

4 if µ1 < d < µ2 and σ2/σ1 < η then
5 return G1

wjsd,G2
wjsd

6 else if µ1 > d and µ2 > d then
7 return G1

wjsd,G2
wjsd

8 else
9 return G1

acd,G2
acd

10 end

clean samples because the noisy samples may overwhelm
the clean samples in some cases. Therefore, we need to fur-
ther select a cluster between G1

c and G2
c as the clean one. For

the cluster separated based on WJSD, we simply choose the
one with a smaller average WJSD value as the cluster with
more clean samples, denoted as Dclean

c [29, 23]. For the
cluster separated based on ACD, we cannot directly select
the cluster closest to the centroid as the cluster with more
clean samples since we take more representative samples,
which may compose of noisy samples, rather than clean
samples as the centroid. Therefore, we need to determine
the selection criteria based on whether the current class cen-
troid is obtained by clean samples. Especially, the criterion
is based on the similarity between centroids of the current
class and other classes. Assume that the sample in G1

c is
near the centroid and the sample in G2

c is the opposite. We
determined the choice of a more clean cluster Dclean

c based
on the following criteria:

Dclean
c =

{
G2
c , if | cos (oc, ok)− 1| < ε and

∣∣DH
c

∣∣ < ∣∣DH
k

∣∣
G1
c , otherwise

(10)

It means that if the centroid of another class is similar to
the centroid of the current class, whichever class of high-
confidence sample set has fewer samples, then the high-
confidence samples in this class are the noise samples. It
is because the asymmetric noise ratio cannot exceed 50%
in the past assumption [29, 23]. Therefore, if the centroid
is obtained from noise samples, we choose the cluster far
away from the centroid as the cluster with more clean sam-
ples; otherwise, the cluster close to the centroid is selected.

4.3. Overall Training Process

After sample selection is conducted for each class, we
adopt semi-supervised learning [1, 42] to train with all
clean samples Dclean as labeled data and all noisy samples
Dnoisy as unlabeled data. The model is thus updated for
the next round of training. One may also use long-tailed
semi-supervised learning methods instead of normal semi-
supervised learning in this stage.

5. Experiments
5.1. Experimental Setup

Datasets. In order to comprehensively evaluate the effec-
tiveness of method, we perform experiments respectively
in the scenarios with synthetic noise and realistic noise
in intrinsically long-tailed distribution. We construct syn-
thetic scenarios based on CIFAR-10 and CIFAR-100 [26].
We construct two benchmarks to imitate realistic scenarios,
which is built on real-world noise datasets including Red
Mini-ImageNet [20], CIFAR-10N and CIFAR-100N [48].
For all datasets, we adopt the standard paradigm of con-
structing a long-tailed distribution first and injecting noise
later. We imitate realistic long-tailed distribution using the
same setting in previous long-tailed learning works [3, 35]
that long-tailed imbalance follows an exponential decay in
sample sizes across different classes. The imbalance factor
is denoted by the ratio between the size of the largest class
and that of the smallest class.

The details for dataset construction are as follows. (1) As
for CIFAR-10/100 [26], we adopt symmetric and asymmet-
ric noise to inject synthetic noise, which is commonly used
in the area of label-noise learning [41]. The noise ratio is
denoted by the ratio between the number of noisy samples
and the total number of samples. It should be noted that
different from the previous methods [21, 49] to deal with
the joint problem of noisy labeled and long-tailed data, the
noise transition matrix is randomly generated only related
to the noise ratio. (2) As for CIFAR-10N/100N (10N/100N)
[48], we replace sample labels with human-annotated noisy
labels after constructing a long-tailed distribution based on
real labels. (3) As for Red mini-ImageNet (Red) [20], we
inject web label noise samples after constructing a long-
tailed distribution based on the original mini-ImageNet.
Therefore, the observed and intrinsic distribution are likely
inconsistent, especially in long-tail distribution.
Compared Methods. We compare our method with the
following three types of approaches: (1) Long-tail learn-
ing methods (LT). They are LA [33], LDAM [3] and IB
[35]. (2) Label-noise learning methods (NL). They are Di-
videMix [29] and UNICON [23]; (3) Methods aiming at
dealing with noisy label and long-tail distribution (NL-LT).
They are MW-Net [41], RoLT [49], HAR [2] and ULC [19].
Implementation Details. We use PreAct ResNet18 [14] as



Dataset CIFAR-10 CIFAR-100

Imbalance Factor 0.1

Noise Ratio (Sym.) 0.4 0.6 0.4 0.6

Baseline CE 71.67 61.16 34.53 23.63

LT
LA 70.56 54.92 29.07 23.21
LDAM 70.53 61.97 31.30 23.13
IB 73.24 62.62 32.40 25.84

NL DivideMix 82.67 80.17 54.71 44.98
UNICON 84.25 82.29 52.34 45.87

NL-LT

MW-Net 70.90 59.85 32.03 21.71
RoLT 81.62 76.58 42.95 32.59
HAR 77.44 63.75 38.17 26.09
ULC 84.46 83.25 54.91 44.66

Our TABASCO 85.53 84.83 56.52 45.98

Table 1: Performance comparison under symmetric noise.
The best results are shown in bold.

backbone for CIFAR datasets and ResNet18 as backbone
for Red mini-ImageNet dataset. Both of backbones adopt
SGD with an initial learning rate of 0.02, a momentum of
0.9, and a weight decay of 5× 10−4 and a batch size of 64.
For fair comparison, we train all methods for 100 epochs.

5.2. Comparative Results

CIFAR-10/100. Tab. 1 and 2 report the accuracy of dif-
ferent methods for intrinsically long-tailed CIFAR-10/100
with symmetric and asymmetric noise, respectively. It can
be observed three phenomena as follows: (1) The perfor-
mance of existing long-tail methods is lower than baseline
in most situations. It is because such methods do not have
the ability to distinguish the noise samples, and the wrong
attention to the noise samples leads to the further decline
of the model generalization ability. (2) The advantages of
existing methods aiming at both long-tailed distribution and
label noise are not obvious compared with single methods.
It is because existing methods do not take into account the
distribution inconsistency caused by noise labels. (3) Our
method significantly improved over other methods in all
cases. Moreover, as the proportion of noise increases, the
accuracy of our method decreases less compared to other
methods. It validates that our method can effectively iden-
tify the noise in long-tail distribution.
Red mini-ImageNet and CIFAR-10N/100N. Tab. 4 re-
ports the accuracy of different methods on real-world noise
datasets with intrinsically long-tailed distribution. Accord-
ing to the results of label-noise learning methods on CIFAR-
10N/100N, it can be observed that real-world noise is more
difficult to separate than synthetic noise to some extent. It
further increases the difficulty of dealing with such prob-
lem. Nevertheless, our method still performs well, which
again confirms its effectiveness.

Dataset CIFAR-10 CIFAR-100

Imbalance Factor 0.1

Noise Ratio (Asym.) 0.2 0.4 0.2 0.4

Baseline CE 79.90 62.88 44.45 32.05

LT
LA 71.49 59.88 39.34 28.49
LDAM 74.58 62.29 40.06 33.26
IB 73.49 58.36 45.02 35.25

NL DivideMix 80.92 69.35 58.09 41.99
UNICON 72.81 69.04 55.99 44.70

NL-LT

MW-Net 79.34 65.49 42.52 30.42
RoLT 73.30 58.29 48.19 39.32
HAR 82.85 69.19 48.50 33.20
ULC 74.07 73.19 54.45 43.20

Our TABASCO 82.10 80.57 59.39 50.51

Table 2: Performance comparison under asymmetric noise.
The best results are shown in bold.

Dataset Separation metric Accuracy

CIFAR-10
JSD 83.97

WJSD 85.57

CIFAR-100
JSD 55.80

WJSD 56.67

Table 3: Performance comparison between JSD and WJSD.

5.3. Ablation Study and Discussions

In the following experiments, we analyze each compo-
nent of the proposed TABASCO on CIFAR-10/100 to ver-
ify its effectiveness. We use an imbalance factor of 0.1 and
a noise ratio of 0.4 to construct the synthetic noise dataset.
Effectiveness of WJSD. To validate the effectiveness of
the proposed WJSD, we compare the accuracy of models
trained by different separation metrics. Specifically, we
train the model by using JSD and WJSD for sample sep-
aration with a symmetric noise dataset, respectively. As
for each separation metric, we simply use the small value
strategy [29, 23] for sample selection. As Tab. 3 shows,
the model trained by WJSD achieves better results on both
symmetric noise datasets compared with JSD owing to the
stronger separability of WJSD.
Effectiveness of ACD. To validate the advantage of the pro-
posed ACD, we compare it with the method which calcu-
lates the feature centroid on the observed class (hereinafter
referred to as centroid distance or CD) to show their sepa-
rability in CIFAR-10. Specifically, based on the same back-
bone, we calculate the distance from the sample to the cen-
troid using ACD and CD in CIFAR-10 with asymmetric
noise, respectively. Fig. 4 shows the distributions of sam-
ples in the tail class by CD and ACD. The purity of the
tail class is 0.53. It can be observed that the CD values



Dataset Red 10N 100N

Imbalance Factor ≈ 0.1 0.1

Noise Ratio 0.2 0.4 ≈ 0.4

Baseline CE 40.42 31.46 60.44 38.10

LT
LA 26.82 25.88 65.74 36.50
LDAM 26.64 23.46 62.50 38.48
IB 23.80 22.08 65.91 42.48

NL DivideMix 48.76 48.96 67.85 44.25
UNICON 40.18 41.64 69.54 51.93

NL-LT

MW-Net 42.66 40.26 69.73 44.20
RoLT 22.56 24.22 75.24 46.61
HAR 46.61 38.71 74.97 44.54
ULC 48.12 47.06 75.71 51.72

Our TABASCO 50.20 49.68 80.61 53.83

Table 4: Performance comparison with real-world noise and
long-tail distribution. The best results are shown in bold.

of noise and clean samples are highly overlapped, which
leads to failure sample separation. It is because the purity
of the tail class may be quite low due to the negative ef-
fects of both label-noise and long-tailed distribution. The
centroid obtained by ACD has a higher purity, so there is a
significant difference in ACD between them. As shown in
Fig. 4(b), most clean samples are concentrated in the inter-
val of [0.8,1], which is easily clustered by GMM.

Effectiveness of Bi-dimensional Sample Separation. To
validate how the proposed bi-dimensional metrics comple-
ment each other, we plot the values of bi-dimensional met-
rics of both clean and noisy samples under different noise
types in Fig. 5. For the case of symmetric noise shown
in Fig. 5(a), it can be observed that ACD cannot effec-
tively distinguish clean samples from noisy samples in the
tail class. In this case, WJSD shows its advantage be-
cause the values of WJSD for most noisy samples are clus-
tered in the top region, and the clean samples are scattered
throughout the rest region. For the case of asymmetric noise
shown in Fig. 5(b), it can be observed that WJSD cannot
distinguish clean samples from noisy samples well for the
tail class, while ACD can distinguish them well although
the clean and noisy samples are closer in the tail class.
The experimental observation is consistent with the previ-
ous discussion, which validates the complementarity of bi-
dimensional metrics.

Effectiveness of Sample Selection. In order to validate the
effectiveness of the proposed sample selection in dimen-
sion selection and cluster selection, we compare the opti-
mal clean ratio of clusters obtained by WJSD, ACD and our
selection method in CIFAR-10 with different noise types.
The clean ratio of a cluster is calculated by the proportion
of clean samples in the cluster to the total number of cluster
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Figure 4: Comparison of the sample distributions between
CD and ACD in the tail class.
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Figure 5: Scatter plot of the values of the proposed bi-
dimensional metrics with (a) symmetric noise and (b) asym-
metric noise.
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Figure 6: The performance of the proposed sample selec-
tion with (a) symmetric noise and (b) asymmetric noise.

samples. As shown in Fig. 6, on the tail class, the clean ra-
tio of the cluster obtained by our selection method is aligned
with the higher one between WJSD and ACD for both noise
cases. It shows that we can choose the most appropriate sep-
aration dimension in different situations. Besides, the clean
ratio of the cluster we selected is consistent with that of the
optimal cluster in the corresponding dimension, which is
sufficient to show that the method we proposed can select
clean samples.

6. Conclusion
This paper studies a more general and realistic problem

of label-noise learning with intrinsically long-tailed data.
The major challenge in this problem is that it is hard to
distinguish clean samples from noisy samples on intrinsic
tail classes. Accordingly, we propose a learning frame-
work TABASCO for this problem. In TABASCO, two
new metrics are explicitly proposed to address the problem
of sample selection in tail classes. Extensive experiments
on noisy-labeled datasets with long-tail distribution demon-
strate its effectiveness.
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Appendix

A. Pseudocode of the Proposed Method
Algorithm 2 details the training procedure of the proposed framework for label-noise learning with intrinsically long-tailed

data.

Algorithm 2: The training process of the proposed learning framework

Input: Noisy training data D = {xi, ŷi}Ni=1

1 Initialize the model θ trained on D;
2 while e < MaxIterationNumber do
3 for c = 1 to M do
4 for i = 1 to |Dc| do
5 Obtain and store the feature fi and the prediction confidence pi for xi by model θ;
6 end
7 Calculate the average prediction confidence p̄c for class c;
8 end
9 for c = 1 to M do

10 Calculate the confidence thresholds Hc for class c by Equation (6);
11 Calculate the adaptive centroid oc for class c by Equation (5);
12 for i = 1 to |Dc| do
13 Calculate the additional weight W (xi) by Equation (2);
14 Calculate WJSD(xi) by Equation (3);
15 Calculate ACD(xi) by Equation (9);
16 end
17 Apply GMM with values of bi-dimensional metrics to all the samples in class c;
18 Adopt dimension selection for class c by Algorithnm 1;
19 Adopt cluster selection for selected dimension by Equation (10) to generate two sets Dclean

c and Dnoisy
c ;

20 end
21 Update the model θ by SSL training with Dclean as labeled data and Dnoisy as unlabeled data.
22 end

B. Proof of Theorem 1
Proof. Suppose xi and xj are two samples in class c, pci and qci are the c’s dimension of their prediction confidence pi =
[p1i , p

2
i , ..., p

M
i ] and pj = [p1j , p

2
j , ..., p

M
j ], respectively. Their common observed class label ŷ = [ŷ1j , ŷ

2
j , ..., ŷ

M
j ] is in the

one-hot form where only the value of the c’s dimension is 1 (ŷci = 1), and the values on other dimensions are all 0 (ŷdi = 0
for all d ̸= c). Jensen-Shannon Divergence (JSD) for sample xi is defined as:

JSD(xi) =
1

2
KL

(
pi

∥∥∥pi + ŷi

2

)
+

1

2
KL

(
ŷi

∥∥∥pi + ŷi

2

)
(11)

=
1

2

(
M∑
d=1

pdi log
2pdi

pdi + ŷdi
+

M∑
d=1

ŷdi log
2ŷdi

pdi + ŷdi

)
(12)

=
1

2

∑
d ̸=c

pdi log
2pdi
pdi

+ pci log
2pci

pci + ŷci
+ ŷci log

2ŷci
pci + ŷci

 (13)

=
1

2

∑
d ̸=c

pdi + pci log
2pci

pci + ŷci
+ log

2

pci + 1

 (14)

(15)



=
1

2

(
1− pci + pci log

2pci
pci + 1

+ log
2

pci + 1

)
(16)

=
1

2
(1− pci + pci + pci log p

c
i − pci log (p

c
i + 1) + 1− log (pci + 1)) (17)

=
1

2
(2 + pci log p

c
i − (pci + 1) log (pci + 1)) . (18)

The base of logarithm is 2 for the above derivation. Then

|JSD(xi)− JSD(xj)| =
∣∣∣∣12 (2 + pci log p

c
i − (pci + 1) log (pci + 1))− 1

2

(
2 + pcj log p

c
j − (pcj + 1) log (pcj + 1)

)∣∣∣∣ (19)

=
1

2
|(pci log pci − (pci + 1) log (pci + 1))−

(
pcj log p

c
j − (pcj + 1) log (pcj + 1)

∣∣ (20)

Now, for u ∈ (0, 1), let

f(u) = u log u− (u+ 1) log(u+ 1). (21)

The first- and second-order derivative of f(u) can be obtained by:

f ′(u) =

(
log u+ u · 1

u
· 1

ln 2

)
−
(
log(u+ 1) + (u+ 1) · 1

u+ 1
· 1

ln 2

)
(22)

= log u− log(u+ 1). (23)

f ′′(u) =

(
1

u
− 1

u+ 1

)
1

ln 2
. (24)

It can be observed that f ′(u) < 0 and f ′′(u) > 0 that makes f ′(u) monotonically increase and |f ′(u)| monotonically
decrease. By Lagrange mean value theorem, if function f(u) is continuous and differentiable on the interval (0, 1), then
there is at least one point ξ between two real numbers a, b ∈ (0, 1):

|f(a)− f(b)| = |f ′(ξ)(a− b)| = |f ′(ξ)| · |a− b|. (25)

As ξ > a and |f ′(u)| monotonically decrease, we have:

|f ′(ξ)| · |a− b| ≤|f ′(a)| · |a− b| (26)
=| log a− log(a+ 1)| · |a− b| (27)

=

∣∣∣∣log a

a+ 1

∣∣∣∣ · |a− b| (28)

= log
a+ 1

a
· |a− b| (29)

By replacing f(u) by JSD(x), a by pci and b by pcj , we have:

|JSD(xi)− JSD(xj)| ≤
1

2
log

(
pci + 1

pci

)
|pci − pcj |. (30)

C. The Correlation between Purity and Clean Ratio
To validate the promotion effect of purity on the separation of clean and noisy samples, we show the highest proportion

of clean samples for clusters obtained with different purity in the tail class with asymmetric noise. Fig. A1 describes the
relationship between purity and the proportion of clean samples in the cluster. It can be observed that there is a positive
correlation between purity and the proportion of clean samples in the cluster. Therefore, enhancing the purity of centroid can
effectively improve the separation ability of clean and noisy samples.
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Figure A1: The correlation between purity and clean ratio.

D. The Purity by High-Confidence Sample Set
In order to validate the effectiveness of our proposed high-confidence sample set in terms of purity improvement, we

compared the purity difference before and after the selection of high-confidence samples in CIFAR-10 with 0.4 asymmetric
noise and 0.01 imbalance factor. As shown in Fig. A2, the purity of all classes is significantly improved through the selection
of high-confidence samples, and the improvement of the tail class is more prominent. It illustrates the robustness of our
approach to the long-tail distribution.
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Figure A2: The purity difference before and after the selection of high confidence samples.

Dataset CIFAR-10 CIFAR-100

Noise Ratio 0.4

Imbalance Factor 0.1 0.01 0.1 0.01

baseline-clean 87.88 70.11 59.75 42.65
cRT-full 84.62 74.53 55.94 46.22

Table A1: Performance comparison with asymmetric noise and long-tail distribution.

E. The Effectiveness of Feature in Asymmetric Noise
In order to show why the feature is good enough to discriminate the sample under asymmetric noise, we retrain the

classifier using full clean samples (cRT-full) after fixing the features for the model trained under asymmetric noise with
long-tail distribution. Accordingly, we also use clean and long-tail distribution samples to train the model as a baseline for



Dataset CIFAR-10 CIFAR-100

Imbalance Factor 0.01

Noise Ratio (Sym.) 0.4 0.6 0.4 0.6

Baseline CE 47.81 28.04 21.99 15.51

LT
LA 42.63 36.37 21.54 13.14
LDAM 45.52 35.29 18.81 12.65
IB 49.07 32.54 20.34 12.10

NL DivideMix 32.42 34.73 36.20 26.29
UNICON 61.23 54.69 32.09 24.82

NL-LT

MW-Net 46.62 39.33 19.65 13.72
RoLT 60.11 44.23 23.51 16.61
HAR 51.54 38.28 20.21 14.89
ULC 45.22 50.56 33.41 25.69

Our TABASCO 62.34 55.76 36.91 26.25

Dataset CIFAR-10 CIFAR-100

Imbalance Factor 0.01

Noise Ratio (Asym.) 0.2 0.4 0.2 0.4

Baseline CE 56.56 44.64 25.35 17.89

LT
LA 58.78 43.37 32.16 22.67
LDAM 61.25 40.85 29.22 18.65
IB 56.28 42.96 31.15 23.40

NL DivideMix 41.12 42.79 38.46 29.69
UNICON 53.53 34.05 34.14 30.72

NL-LT

MW-Net 62.19 45.21 27.56 20.04
RoLT 54.81 50.26 32.96 -
HAR 62.42 51.97 27.90 20.03
ULC 41.14 22.73 34.07 25.04

Our TABASCO 62.98 54.04 40.35 33.15

Table A2: Performance comparison with synthetic noise and long-tail distribution. The best results are shown in bold.

comparison. Tab. A1 reports the accuracy of both approaches. It can be observed that the potential of the model under the
influence of noise and long-tail distribution is similar to the performance of the model trained directly under the clean and
long-tail distribution samples. It means that the model can still learn good features to distinguish between samples even under
the dual effects of the noise and long-tail distribution. It is also an important guarantee to use features to separate samples
under long-tail distribution and asymmetric noise.

F. More Experimental Results on CIFAR-10/100

In this section, we compare the performance of different methods with symmetric and asymmetric noise in 0.01 imbalance
factor, which is a more difficult scenario. Tab. A2 reports the accuracy of different methods in these settings. One of the
results of RoLT [49] is empty because the code does not run properly in this case. It can be observed that our proposed
method achieves the best performance in most cases, which further verifies the effectiveness of our method.

Dataset Red 10N 100N

Imbalance Factor ≈ 0.01 0.01

Noise Ratio 0.2 0.4 ≈ 0.4

Baseline CE 30.88 31.46 49.31 25.28

LT
LA 10.32 9.560 50.09 26.39
LDAM 14.30 15.64 50.36 30.17
IB 16.72 16.34 56.41 31.55

NL DivideMix 33.00 34.72 30.67 31.34
UNICON 31.86 31.12 59.47 37.06

NL-LT

MW-Net 30.74 31.12 54.95 31.80
RoLT 15.78 16.90 61.23 33.48
HAR 32.60 31.30 56.84 32.34
ULC 34.24 34.84 43.89 35.71

Our TABASCO 37.20 37.12 64.54 39.30

Table A3: Performance comparison with real-world noise and long-tail distribution. The best results are shown in bold.



G. More Experimental Results on Benchmarks

In this section, we compare the performance of different methods with realist noise in 0.01 imbalance factor, which is
a more difficult scenario. Tab. A3 reports the accuracy of different methods in these settings. It can be observed that our
proposed method achieves the best performance in all cases, which further verifies the effectiveness of our method.

H. The Observed and Intrinsic Distribution of Benchmarks

In this section, we plot the observed and intrinsic distribution of benchmarks we proposed in Fig. A3. We use benchmarks
with an imbalance factor of approximately 0.1 and a noise ratio of approximately 0.4 for our analysis. Relative ratio is denoted
by the ratio between the number of samples in each class and the minimum number of samples. It can be observed that the
intrinsic and observed distributions of all benchmarks are significantly different, and observed distribution is more balanced.
This means that it is difficult to focus on the intrinsic tail class and the tail class has a high percentage of noise, making it
more difficult to separate noise and clean samples in the intrinsic tail class. It also corresponds to the two key challenges of
the problem we present and demonstrates that our proposed benchmarks are a good measure of the effectiveness of different
approaches to the problem.
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Figure A3: The observed and intrinsic distribution of benchmarks.

I. More Sample Distribution on Bi-dimensional Separation Metric

In this section, we plot the values of bi-dimensional metrics of both clean and noisy samples for head and medium classes
under different noise types in Fig. A4. For the case of symmetric noise shown in Fig. A4 (a), it can be observed that both
WJSD and ACD can well separate clean and noisy samples in the head class, while ACD cannot effectively distinguish clean
samples from noisy samples in the medium class. In this case, WJSD shows its advantage in sample separation. For the
case of asymmetric noise shown in Fig. A4 (b), it can be observed that WJSD cannot distinguish clean samples from noisy
samples well for head and medium classes, while ACD can distinguish them well. It further validates the complementarity
of the bi-dimensional metrics.
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Figure A4: Scatter plot of the values of the proposed bi-dimensional metrics with (a) symmetric noise and (b) asymmetric
noise.



J. Hyperparameter Sensitivity Analysis
We investigate the impact of η for dimension selection. The results are shown in Fig. A5. We vary η from 0.4 to 0.8, and the

relative accuracy varies between -0.5% and 0.5%. When η is relatively large, more cases not suitable for WJSD separation are
WJSD separated, thus compromising the sample separation effect and leading to a decrease in model performance. Similarly,
when η is relatively small, cases suitable for WJSD separation are filtered out, affecting model performance. In general, there
is little variation in the accuracy of the model, so the dimension selection we proposed is robust for η.
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Figure A5: Impact of hyperparameter η.

K. Computational Cost Analysis
We compute the relative training cost of each method compared to the baseline on CIFAR-100, as presented in the Tab. A4.

By comparison, it is evident that the training cost of the proposed method is indeed higher but falls within an acceptable range.
Despite this higher cost, the proposed method offers remarkable performance gains in return.

Method MW-Net RoLT HAR DivideMix UNICON Proposed

Relative Cost ×2.60 ×2.06 ×1.48 ×2.28 ×2.54 ×4.49

Table A4: Relative training cost compared to the baseline.

L. Experimental Results across Classes
We conducted a performance comparison of different methods on CIFAR-100 with an imbalance factor of 0.1 and a

noise ratio of 0.4 under head, medium and tail classes in Fig. A6. It can be seen that our approach effectively improves the
performance of tail classes without sacrificing the performance of head classes. The underlying rationale behind is that the
proposed WJSD can effectively separate tail classes samples without affecting the separation of head classes, and ACD are
not solely focused on improving the tail classes.
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Figure A6: Line plot of the performance across classes with (a) symmetric noise and (b) asymmetric noise.


