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Abstract

This paper studies the fundamental problem of multi-
layer generator models in learning hierarchical represen-
tations. The multi-layer generator model that consists of
multiple layers of latent variables organized in a top-down
architecture tends to learn multiple levels of data abstrac-
tion. However, such multi-layer latent variables are typi-
cally parameterized to be Gaussian, which can be less in-
formative in capturing complex abstractions, resulting in
limited success in hierarchical representation learning. On
the other hand, the energy-based (EBM) prior is known to
be expressive in capturing the data regularities, but it often
lacks the hierarchical structure to capture different levels of
hierarchical representations. In this paper, we propose a
joint latent space EBM prior model with multi-layer latent
variables for effective hierarchical representation learning.
We develop a variational joint learning scheme that seam-
lessly integrates an inference model for efficient inference.
Our experiments demonstrate that the proposed joint EBM
prior is effective and expressive in capturing hierarchical
representations and modelling data distribution.

1. Introduction

In recent years, deep generative models have achieved
remarkable success in generating high-quality images [38,
], texts [42, 15], and videos [30, 37]. However, learn-
ing generative models that incorporate hierarchical struc-
tures still remains a challenge. Such hierarchical generative
models can play a critical role in enabling explainable ar-
tificial intelligence, thus representing an important area of
ongoing research.
To tackle this challenge, various methods of learning hi-
erarchical representations have been explored [32, 44, 23,
, 32]. These methods learn generative models with mul-
tiple layers of latent variables organized in a top-down ar-
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chitecture, which have shown the capability of learning in-
creasingly abstract representations (e.g., general structures,
classes) at the top layers while capturing low-level data fea-
tures (e.g., colors, background) at the bottom layers. In gen-
eral, one could categorize these methods into two classes:
(i) conditional hierarchy and (ii) architectural hierarchy.

The conditional hierarchies [32, 14, 27, 23, 5] employ
stacked generative models layered on top of one another
and assume conditional Gaussian distributions at different
layers, while the architectural hierarchies [44, 22] instead
leverage network architecture to place high-level represen-
tations at the top layers of latent variables and low-level rep-
resentations at the bottom layers. However, they typically
assume conditional Gaussian distribution or isotropic Gaus-
sian as the prior, which could have limited expressivity [28].
Learning a more expressive and informative prior model for
multiple layers of latent variables is thus needed.

The energy-based models (EBMs) [21, 41, 9, 26, 28, 6],
on the other hand, are shown to be expressive and proved
to be powerful in capturing data regularities. Notably, [28]
studies the EBM in the latent space, where the energy func-
tion is considered as a correction of the non-informative
prior and tilts the non-informative prior to a more expres-
sive prior distribution. The low dimensionality of the latent
space makes EBM more effective in capturing regularities
in the data. However, prior methods often rely on expen-
sive MCMC methods for posterior sampling of the latent
variables, and more importantly, the latent variables are not
hierarchically organized, making it difficult to capture data
variations at different levels.

In this paper, we propose to combine the strengths of
latent space EBM and the multi-layer generator model for
effective hierarchical representation learning. In particular,
we build the EBM on the latent variables across different
layers of the generator model, where the latent variables at
different layers are concatenated and modelled jointly. The
latent variables at different layers capture different levels of
information from the data via the hierarchy of the generative
model, and their inter-relations are further tightened up and
better captured through EBM in joint latent space.
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Learning the EBM in the latent space can be challeng-

ing since it usually requires MCMC sampling for both the
prior and posterior distributions of the latent variables. The
prior sampling is efficient with the low dimensionality of
the latent space and the lightweight network of the energy
function, while the MCMC sampling of posterior distribu-
tion requires the backward propagation of generation net-
work, which is usually heavy and thus renders inefficient
inference. To ensure efficient inference, we introduce an
inference model and develop a joint training scheme to ef-
ficiently and effectively learn the latent space EBM and
multi-layer generator model. In particular, the inference
model aims to approximate the exact posterior of the multi-
layer latent variables while also serving to extract levels of
data variations through the deep feed-forward inference net-
work to facilitate hierarchical learning.
Contributions: 1) We propose the joint EBM prior model
for hierarchical generator models with multiple layers of la-
tent variables; 2) We develop a variational training scheme
for efficient learning and inference; 3) We provide strong
empirical results on hierarchical learning and image model-
ing, as well as various ablation studies to illustrate the ef-
fectiveness of the proposed model.

2. Background

In this section, we present the background of multi-layer
generator models and the latent space EBM, which will
serve as the foundation of the proposed model.

2.1. Multi-layer generator models

Let x € RP represent the high-dimensional observed
examples, and z € R< denote the low-dimensional latent
variables. The multi-layer generator model [32, 38, 23]
consists of multiple layers of latent variables that are or-
ganized in a top-down hierarchical structure and mod-
elled to be conditionally dependent on its upper layer, i.e.,

L-1
po(z) = [[;Z1 po,(2i|zis1)po(zL), where py, (2i[2is1) ~
N (1o:(zit1), 00, (zi+1)) and po(z1) ~ N(0, I). Although
such a modelling strategy has seen significant improvement
in data density estimation, it can be less effective in learning
hierarchical representations.

To demonstrate, we train BIVA' [23] on MNIST with
6 layers of latent variables and conduct hierarchical sam-
pling by generating latent variables via the repamaramiza-
tion trick, i.e., z; = ug, (z;4+1) + 09, (Zi+1) - €, where ¢; is
the added Gaussian noise. Specifically, the latent variables
are generated by randomly sampling €; for the i-th layer,
while fixing €;-; for other layers, and the corresponding
image synthesis should deliver the variation of representa-
tion learned by z;. We show the results in Fig. 1, where the
major semantic variation is only captured by the top layer

Uhttps://github.com/vlievin/biva-pytorch

of the latent variables, suggesting an ineffective hierarchi-
cal representation learned (compare with our model shown
in Fig. 5).
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Figure 1. Visualization of hierarchical representations on BIVA.
Left: sampling €1, €2 for bottom layers. Middle: sampling €3, €4
for middle layers. Right: sampling €5, €6 for top layers.

2.2. Latent space EBM

The energy-based models (EBMs) [9, 8, 26, 10, 40]
present a flexible and appealing way for data modelling
and are known for being expressive and powerful in cap-
turing data regularities. Albeit their expressivity, learning
the EBM on high-dimensional x-space can be challenging
since the energy function needs to support the entire data
space. As such, another line of works [28, [, 39] seek to
build EBM on low-dimensional z-space with the probabil-
ity density defined as

po(2) = % exp [f3(2)]po(2) (1)

However, with a single-layer non-hierarchical z-space, it is
typically infeasible to capture the data abstraction of differ-
ent levels. To see this, we pick up the digit classes ‘0’, ‘1°,
and ‘2’ of the MNIST dataset, on which we train LEBM
[28] with the latent dimension set to be 2. We show in Fig.
2 that changing the value of each latent unit could lead to
a mixed variations in digit shape and class (compare to our
proposed method in Fig. 6).
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Figure 2. Visualization for latent space EBM [28] by changing
each unit of 2-dimensional z. Left: changing the first unit. Right:
changing the second unit. Top: the value of each unit, where the
orange color indicates the first unit and the blue color indicates the
second unit.

3. Methodology

In this paper, we study a joint latent space EBM prior
where latent variables are partitioned into multiple groups
but modelled jointly for hierarchical representation learn-
ing. To ensure efficient inference, we introduce an inference
model to approximate the generator posterior and develop a
variational joint training scheme in which each model can
be trained efficiently and effectively.



3.1. Latent variable generative model

A latent variable generative model (i.e., generator
model) can be specified using joint distribution:

Pp.a(X,2) = pp(x|2)pa(2) (2)

which consists of the generation model pg(x|z) and the
prior model p, (z).

Joint latent space EBM: The prior model p,(z) is usu-
ally assumed to be single-layer, which can be infeasible
for learning hierarchical representations (see Sec. 2.2).
In this work, we propose a joint latent space EBM prior,
where latent variables are separated into multiple groups,
ie., z = [21,22,...,25], and our EBM prior model is de-
fined as

pale) =5 explfallon, - malpo(la, 1)) )
(@)
where [.] refers to the concatenation. f,(.) is the negative
energy function that can be parameterized by a small multi-
layer perceptron with the parameters v, po(]. . .]) is a refer-
ence distribution assumed to be a unit Gaussian, and Z(«)
is the normalizing constant or partition function. Such a
prior model can be considered as an energy-based refine-
ment of the non-informative reference distribution, thus the
relationship between different groups of latent codes can be
well captured via the energy function f,([z1,...,2zL])]).
For notation simplicity, we denote z = [z1,...,z] in
subsequent discussions.
Generation Model. The generation model is defined as

ps(x|z) ~ N(gs(z),0°Ip) @)

which models the observed data using top-down genera-
tor network gg(z) with additive Gaussian noise, i.e., x =
95(z) + €,¢ ~ N(0,0%Ip). To facilitate the hierarchi-
cal representation learning with multi-layer latent variables,
we consider multi-layer hierarchical generator network gg
(= {91,92,-..,91}) that is designed to explain the obser-
vation x by integrating data representation from the above
layers, i.e.,

hr = gr(z1)
h’Z:gl([zl7hl+1])7 2213273-[/_1 (5)
XNN(h1,0'2ID)

in which zj, is at the top layer, and g; is a shallow network
that decodes latent code z; while integrating features from
the upper layer.

Joint EBM prior vs. independent Gaussian prior: With
such a multi-layer hierarchical generation model, it is also
tempting to consider learning with the unit Gaussian prior,
ie., p(z) ~ N(0,1). Such a prior choice is adopted in
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Figure 3. The illustration of the proposed joint EBM prior model
(Left). Red lines indicates the modelling of intra-layer relation,
and blue lines indicate inter-layer relation. Compared to the Gaus-
sian prior model and single-layer LEBM, our prior model is ex-
pressive and effective in learning hierarchical representations.

[44, 22] and has seen some success in learning hierarchical
features. However, the independent Gaussian prior does not
account for the relations between levels of representations
and can be less expressive in capturing complex data
features. The proposed EBM prior is expressive and can
couple the latent variables across different layers within a
joint modelling framework.

Our model is illustrated in the left panel of Fig. 3.
3.2. Variational learning scheme

Suppose we have observed examples (x;,2 = 1,...,n)
that come from (true) data distribution pga¢,(x) and denote
6 = (B, a) that collects all parameters from the generator
model. Learning the generator model can be done by maxi-
mizing the log-likelihood of all observed examples as

> togplx) = > log [ pGapsixiaiz ©
=1

i=1

When n becomes sufficiently large, maximizing the above
log-likelihood is equivalent to minimizing the Kullback-
Leibler (KL) divergence between the model distribution and
data distribution, i.e., ming Dxr,(Pdata(X)||po(X)).
However, directly maximizing Eq. 6 can be challeng-
ing, as the inference of generator posterior (by chain rule,
po(z|x) = po(x,2)/pe(x)) is typically intractable. To
tackle the challenge, we employ an inference model g4(z|x)
with a separate set of parameters ¢ to approximate the gen-
erator posterior.
Inference model: The inference model maps from data
space to latent space and is typically assumed to be Gaus-
sian distributed,

15(2[%) ~ N (g (x), Vs (x)) )

where /14(x) and V,(x) are the d-dimensional mean vector
and diagonal covariance matrix. To match with the hierar-



chical generator model and facilitate the hierarchical rep-
resentation learning, we consider the multi-layer inference
model defined as

T1 :hl(X)
Ti:hi(ri_1) i:2,3,...,L (8)
zi ~ N (pi(rs), Vi(ri))

where zy, is the inferred latent code at the top layer and z;
is the inferred bottom layer latent code. Each latent code z;
can be inferred and sampled through reparametrization trick
[19] using z; = pu;(r;) + Vi(r;)'/%e where € ~ N(0,14,),
with d; being the dimensionality of z;.
Variational learning: We show that the proposed generator
model and the inference model can be naturally unified and
jointly trained within a variational learning scheme.
Specifically, we can define two joint densities, one for
generator model density, i.e., pg(x, z) = p,(2)pp(x|z), and
one for data density, i.e., ¢y(X,Z) = Pdata(X)qe(2]|x). We
propose joint learning through KL minimization, and we
denote the objective to be L(6, ¢), i.e.,

meinqunL(G,qS) = rrl(}nm(gnDKL(q¢(x,z)\|p9(x,z)) )

where the generator model density is learned to match the
true joint data density and capture extracted hierarchical
features.

Learning p,,(z): With this joint KL minimization, the prior
model can be learned with the gradient —V ,L(0, ¢)

Eqd)(zl,zz,“.,zl,\x) [vafa([zl7 Z3, ... aZL])}_
Epa(zl,zz,...,zL)[vafa([zlazb cee 7ZLD] (10)

Learning ps(x|z): The generation model can be learned
with the gradient —VgL(0, ¢) computed as

Eq¢(zl,ZQ,...7zL\x) [V5 logpﬁ(x\zl,ZQ, N 7ZL)] (11)

Learning ¢4 (z|x): The inference model can be learned by
computing the gradient —V ,L (6, ¢) as

V6B ,20,..20 1) 108 D5 (X(21, 22, ... z1)] = (12)
V¢DKL(Q¢(Z17227"'7ZL|X)||pOZ(Z17227"'aZL))

We provide further theoretical understanding in Sec. 3.4.

3.3. Prior sampling

Training the proposed joint EBM prior model requires
sampling z1, 2o, . . ., zy, from the proposed EBM prior (see
Eq. 10). To do so, we can use Langevin dynamic [24].

For arbitrary target distribution p(z), the Langevin dy-
namic iterates:

2
s
Ziy1 = Zg + EVZ logp(z:) + se; (13)

where ¢ indexes the time step of Langevin dynamics. s is the
step size and ¢; ~ N(0, ). We run the noise-initialized
Langevin dynamics for K steps. Noted that as s — 0, and
K — oo, the distribution of z; will converge to the target
p(z) regardless of the initial distribution of z [24].

Specifically, for prior sampling, we use the prior dis-
tribution p, (z) as our target distribution, and the gradient
V. logp,(z) is computed as:

sza([zl, .

The Langevin dynamics for prior sampling can be efficient
due to the low-dimensional latent space and the lightweight
network structure for the energy function.

7ZL])+V210gp0([zl7"~>ZL]) (14)

The overall procedure is summarized in Algorithm 1.

Algorithm 1 Learning latent EBM prior for hierarchical
generator model

Input: Training iterations 7', observed training examples
{z;}1_,, batch size m, network parameters «, 3, ¢, learn-
ing rate 7)., 113, ¢, Langevin steps K, Langevin step size
S,

Lett =0and 0 = (o, 8);

repeat
Prior sampling for {z; }/", using Eq. 13 and Eq. 14
with K and s.

Inference sampling for {z;7}7,

{z;}, and reparametrization.
Learn joint EBM prior: Given {z; , z;” }I,, update
a=a—n,VaL(8,¢) using Eq. 10 with 7,
Learn generation model:Given {z;, z;"}", update
B =p8—nsVeL(0,¢) using Eq. 11 with ng
Learn inference model: Given {z;,z; }™, update
¢ = ¢ —ngVeL(0, p) using Eq. 12 with ng
Lett=t+1;

until t =T

using Eq. 8 with

3.4. Theorectical understanding

Divergence perturbation and ELBO. The KL joint mini-
mization (Eq. 9) can be viewed as a surrogate of the MLE
objective with the KL perturbation term,

Dx (45 (x,2)|[po (%, 2))
= Dxr(paata(x)[|po (%)) + Dxr(gs(2[%)||pe(2]x))

where Dk, (Pdata(X)||pe(x)) is the MLE loss function, and
the perturbation term Dy, (g4 (z|x)||pe(z|x)) measures the
KL-divergence between inference distribution and genera-
tor posterior. The inference g,(z|x) is learned to match
the posterior distribution of the generator without expen-
sive posterior sampling. In fact, such KL minimization
in the joint space is equivalent to evidence lower bound



(ELBO). To see this, noted that Dkr,(Pdata(X)||pe(x)) =
—H (paata(x)) — Ep,,..[log po(x)] where H(pdata(x)) is
the entropy of the empirical data distribution and can be
treated as constant C' = — H (pqata (X)) w.r.t model param-
eters 0. Then L(6, ¢) is computed as

—Epyai. [l0g po(x)] + Dxr(g4(2]%)|[pe(z|x)) + C
= E:Ddam l:Eq¢(z|x) (log qd)(ZlX)) - 1ogp9(X):| +C

Po(2z[x)
= Ep..[~ELBO(x;0,¢)] + C

where
g4 (2z[x)
ELB ; = I —E 1
O(X7 97 (b) ng9 (X) q¢(z|x) [ Og pg (Z|X)
pe(x,Z)}
= E, (z1x) |l
94 (2]%) [ g 10 (z[x)

and is referred to as evidence lower bound (ELBO) in the
literature [19]. Noted that the prior model (i.e., pyp(x,z) =
pp(x|z)pa(2z)) is now parameterized to be our joint EBM
prior. Minimizing Eq. 9 is equivalent to maximizing the
evidence lower bound of the log-likelihood.

Short run sampling and divergence perturbation. The
learning of the energy-based model in Eq. 10 requires
MCMC sampling from p,(z). We adopt the short-run
Langevin dynamics (Eq. 13) with fixed K steps to sam-
ple from prior p,(z) for efficient computation. Such prior
sampling amounts to approximates the objective L(6, ¢) in
Eq. 9 with yet another KL perturbation term, i.e.,

i(aa d)) = L(ev (b) - DKL(ﬁa(t) (Z)|pa (Z))

where P, (z) refers to the distribution of latent codes after
K steps of Langevin dynamics (Eq. 13) in the ¢-th iteration
of the learning. The corresponding learning gradient for the
prior model is thus

_Vai’(ev (b) = IEq<¢>(Z|X) [vafa(z)] - Eﬁu(t) (z) [vafoc(z)]

When K is sufficiently large, the perturbation term
Dx1(Pa (2)|pa(z)) — 0. The update rule for the energy-
based prior model (also Eq. 10) can be interpreted as self-
adversarial learning. The prior model p, (z) serves as both
generator and discriminator if we compare it to GAN (gen-
erative adversarial networks) [13]. In contrast to GAN, our
learning follows MLE with divergence perturbations, which
in general does not suffer from issues such as mode col-
lapsing and instability, as it does not involve competition
between two separate models. The energy-based model can
thus be seen as its own adversary or its own critic.

4. Related Work

Generator model. The generator model has a top-down
network that maps the low-dimensional latent code to the

observed data space. VAEs [19, 29, 35, 34] proposes varia-
tional learning by introducing an approximation of the true
intractable posterior, which allows a tractable bound on log-
likelihood to be maximized. Another line of work [16, 27]
trains the generator model without inference model by using
Langevin dynamics for generator posterior sampling. We
follow the former approach and use the inference model for
efficient training.

Generator model with informative prior. The major-
ity of the existing generator models assume that the latent
code follows a simple and known prior distribution, such as
isotropic Gaussian distribution. Such assumption may ren-
der an ineffective generator as observed in [36, 7]. Our work
utilizes the informative and expressive energy-based prior
in the joint space of latent variables and is related to the
line of previous research on introducing flexible prior dis-
tributions. For example, [36] parameterizes the prior based
on the posterior inference model. [7, | 1] adopt a two-stage
approach which first trains a latent variable model with sim-
ple prior and then trains a separate prior model (e.g., VAE or
Gaussian mixture model) to match the aggregated posterior
distribution.

Generator model with hierarchical structures. The gen-
erator models that consist of multi-layers of latent variables
are recently attracting attention for hierarchical learning.
[31, 2, 23, 5, 38] stack generative models on top of each
other and assume conditional Gaussian distributions at dif-
ferent layers. However, as shown in Sec. 2.1, the bottom
layer could act as a single generative model and absorb
most features, leading to ineffective representation learn-
ing. [44, 22] propose to learn hierarchical features with
unit Gaussian prior by adapting the generator into multiple
layers. However, the latent variables at different layers are
distributed independently a priori and are only loosely con-
nected. Instead, we propose a joint EBM prior that could
tightly couple and jointly model latent variables at different
layers and show superior results through joint training.

Hierarchical generator model with informative prior.
Recent advances [0, 1] have started exploring learning in-
formative prior for multi-layer generator models. JEBM [0]
and NCP-VAE [1] build latent space EBM on hierarchical
generator models and showcase the capability of improv-
ing the generation quality. However, these models consider
the conditional hierarchical models, which can be limited
in learning effective hierarchical representations (see Sec.
2.1). This work studies hierarchical representation learn-
ing by introducing a novel framework where latent space
EBM can be jointly trained with the architectural hierarchi-
cal models to capture complex representations of different
levels.
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Figure 4. Hierarchical sampling on SVHN. Left: The latent code at bottom layer (z1) represents the background light and shadmg Center-
left: the latent code at second bottom layer (22) represents the color schemes. Center-right: the latent code at second top layer (z3) encodes
the shape variations of the same digit. Right: the latent code at top layer (z4) captures the digit identity and the general structure.
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Figure 5. Hierarchical sampling on MNIST. Left: The latent code
at bottom layer (z1) indicates the stroke width. Center: the latent
code at second layer (z2) encodes geometric changes among sim-
ilar digits. Right: the latent code at top layer (z3) learns the digit
identity and general structure.

5. Experiments

To demonstrate the effectiveness of our method, we con-
duct the following experiments: 1) hierarchical represen-
tation learning, 2) analysis of latent space, 3) image mod-
elling, and 4) robustness. For a better understanding of the
proposed method, we perform various ablation studies and
an analysis of parameter complexity. We refer to additional
experiments in Appendix.A.

5.1. Hierarchical Representation Learning

We first demonstrate the capability of our model in hi-

erarchical representation learning by experiments of hierar-
chical sampling and latent classifier.
Hierarchical sampling. With partitioned latent variables
and the hierarchical structure of generator, the latent vari-
ables at higher layers should capture semantic features,
while the lower layers should capture low-level features.
We train our model on MNIST using the same setting as
in Sec. 2.2 with only ‘0’, ‘1°, and ‘2’ digit classes available
and the latent dimension set to 2. In Fig. 6, by changing the
z1 (at the bottom layer), our model can successfully deliver
the variations in shape (low-level features), and changing
the z, (at the top layer) leads to the variations in digit class
(high-level features). This indicates a successfully learned
hierarchical representation.

Further, we train our model on MNIST with all digit

IIIIHHHHHHHH

oooooooooom@mooo22zr/ |

Figure 6. Visualization for our model by changing each unit of 2-
dimensional z. Left: changing the first unit. Right: changing the
second unit. Top: the value of each unit, where the orange color
indicates the first unit and the blue color indicates the second unit.

classes and the more challenging SVHN dataset, and we
generate the images by sampling (using Eq. 13) the latent
code of one layer while keeping other layers fixed. The
results shown in Fig. 4 and Fig. 5 also demonstrate the
hierarchical representation learned by our model.

Latent Classifier. We next show that our model can achieve
better performance in hierarchical representation learning.
Note that the inference model g,(z|x) should be learned
to approximate the true posterior pg(z|x) of the generator,
which integrates both the hierarchical inductive bias and the
energy-based refinement. Therefore, to measure the learned
hierarchical features, we learn classifiers on the inferred la-
tent codes at different layers to predict the label of the data
and measure the testing classification accuracy. The latent
codes that carry rich high-level semantic features should
achieve higher classification accuracy.

Table 1. Testing accuracy of inferred latent codes at each layer. We
denote (J) for the layer that has unexpectedly lower accuracy.
L=1 L=2 L=3 L=4

Ours  32.60% 58.32% 67.64%
VLAE 35.69% 57.86% 52.08% (1)

Ours  39.27% 44.81% 84.27%
VLAE 52.43% 35.65% (|) 83.24%

Ours  21.00% 25.29% 30.58% 86.63%
VLAE 22.59% 26.97% 56.70% 52.14% (1)

MNIST

Fashion-MNIST

SVHN

In practice, we first train our model on standard bench-
marks, such as MNIST, Fashion-MNIST, and SVHN. Then,
we train classifiers on the inferred latent codes at each
layer. We consider VLAE [44] as our baseline model, which



learns a structural latent space with standard Gaussian prior.
We show comparison results in Tab. 1, where our learned
inference model g4 (z|x) extracts varying levels of semantic
features for different layers of latent codes. The top layer
carries the most significant features, and the bottom layer
carries the least. The baseline model that assumes Gaussian
prior, however, extracted mixed semantic features across
different layers. For fair comparisons, we use the same gen-
eration and inference structure as the baseline model”. The
structure of the classifier contains two linear layers with a
hidden dimension set to 256 and uses ReLU activation func-
tion. The classifier has softmax as its output layer. We do
not employ drop-out and normalization strategies.

5.2. Image Modelling

In this section, we evaluate our model in image mod-
elling by measuring the quality of generated and recon-
structed images. We consider the baseline models that as-
sume Gaussian prior, such as Alternating Back-propagation
(ABP) [16], Ladder-VAE (LVAE) [32], BIVA [23], Short-
run MCMC (SRI) [27], and VLAE [44], as well as genera-
tor models with informative prior, such as RAE [11], Two-
stages VAE (2s-VAE) [7], NCP-VAE [1], Multi-NCP [39]
and LEBM [28]. To make fair comparisons, we follow the
protocol in [28].

Table 2. Testing reconstruction by MSE, and generation evaluation
by FID on SVHN and CelebA-64.

SVHN CelebA-64
Model MSE (}) FID(}) MSE(}) FID({)
ABP - 4971 - 51.50
LVAE 0014 3926 0028  53.40
BIVA 0010 3165 0010  33.58
SRI 0011 3523 0011 3684
VLAE 0016 4395 0010  44.05
2s-VAE 0019 4281 0021  44.40
RAE 0014 4002 0018 4095

NCP-VAE 0.020 33.23 0.021 42.07
Multi-NCP 0.004 26.19 0.009 35.38
LEBM 0.008 29.44 0.013 37.87

Ours 0.008 24.16 0.004 32.15

Synthesis: We use Fréchet Inception Distance (FID) [ 18] to
quantitatively evaluate the sample quality. In Tab. 2, it can
be seen that our model obtains superior generation quality
compared to the baseline models.

Reconstructions: To evaluate the accuracy of our inference
model, we compute mean square error (MSE) [28, 26] for
testing reconstruction. As shown in Tab. 2, the proposed
model leads to more accurate and faithful reconstructions.

Zhttps://github.com/ermongroup/Variational-Ladder- Autoencoder

5.3. Analysis of Latent Space

Visualization of toy data. To illustrate the expressivity of
the proposed EBM prior, we train our model on MNIST
(using the same setting as shown in Fig. 2 and Fig. 6) and
set the latent dimension for both z; and zs to 2 for better
visualization. We visualized the Langevin transition of the
prior sampling in Fig. 7, which shows that the latent codes
at the top layer (z2) can effectively capture the multi-modal
posterior, where using a Gaussian prior might be infeasible.

Figure 7. Visualization of the latent codes sampled from our EBM
prior (Top row: z2). Blue, Orange color indicate prior and poste-
rior, respectively.

Langevin trajectory. We explore the energy landscape of
the learned prior p,(z) via transition of Langevin dynam-
ics initialized from py(z) towards p,(z) on CelebA-64. If
the EBM is well-learned, the energy prior should render lo-
cal modes of the energy function, and traversing these lo-
cal modes should present diverse, realistic image synthesis
and steady-state energy scores. Existing EBMs often suf-
fer from oversaturated synthesis via the challenging long-
run Langevin dynamic (see oversaturated example in Fig.3
in [25]). We thereby test our model with 2500 Langevin
steps, which is much longer than the 40 steps used in train-
ing. Fig. 8 shows the image synthesis and energy profile,
where our EBM prior model does not exhibit the oversat-
urated phenomenon and successfully delivers diverse and
realistic synthesis with steady-state energy.
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Figure 8. Transition of Markov chains initialized from po(z) to-
wards pe (z) for 2500 steps. Top: Trajectory in the CelebA-64
data space for every 100 steps. Bottom: Energy profile over time.

5.4. Robustness

In this section, we examine the robustness of our model
in adversarial attack and outlier detection.
Adversarial robustness. For adversarial robustness, we
consider the latent attack [12], which is shown to be a



strong attack for the generative model with latent variables,
and it allows us to attack the latent codes at different lay-
ers. Specifically, let x; be the target and x, be the orig-
inal image. The attack aims to create the distorted image
X = X, + € such that its learned inference distribution
¢4(2|X) is close to the inference g4 (z|x;) on target images
under KL-divergence (Eq. 5 in [12]).

Figure 9. Adversarial latent attack on different layers. The leftmost
figure indicates the bottom layer, and the rightmost figure indicates
the top layer. 1st col: original image. 2nd col: target image. 3rd
col: adversarial example. 4th col: reconstruction of adversarial
example.

We illustrate the adversarial attack on different layers in

Fig. 9. The learned inference model g, (z|x) carries differ-
ent levels of semantics for different layers. The adversar-
ial example created by attacking latent codes at the bottom
layer only perturbs the data along low-level features direc-
tion from the target image; hence, the model can be robust
and have faithful reconstruction from adversarial examples.
The adversarial example coming from the top-layer attack
can distort the original data along a high-level semantic di-
rection from the target image, thus, the reconstruction from
the adversarial example can be substantially different from
the original data, indicating a successful attack.
Anomaly detection. We also evaluate the model on
anomaly detection. If the model is well-learned, the in-
ference model ¢4(z|x) should form an informative latent
space that separates anomalies from the normal data. Fol-
lowing the protocols in [20, 28], we take latent samples
from the learned inference model and use the unnormalized
log-posterior log py(x, z) as our decision function to detect
anomaly on MNIST. Only one digit class is held-out as an
anomaly in training, while both normal and anomalous data
are used for testing. We compare baseline models such as
BiGAN-o [43], MEG [20], LEBM [28], HVAE and VAE
using area under the precision-recall curve (AUPRC). The
results of baseline models are provided by [28], and we use
L>9[17] as the decision function for HVAE model. Tab. 3
shows the result.

Table 3. AUPRC scores for unsupervised anomaly detection on
MNIST. Following the protocol of [28], we average the results
over last 10 epochs to account for variance.

hold-out digit 1 4 5 7 9
VAE 0.063 0.337 0.325 0.148 0.104
HVAE 0.494 £ 0.004 | 0.920 4 0.004 | 0.913 £ 0.003 | 0.680 £ 0.006 | 0.791 + 0.008
MEG 0.281 £0.035 | 0.401 £ 0.061 | 0.402 £ 0.062 | 0.290 £ 0.040 | 0.342 + 0.034

BiGAN-o 0.287 £0.023 | 0.443 +0.029 | 0.514 £0.029 | 0.347 £ 0.017 | 0.307 £ 0.028
Latent EBM | 0.336 & 0.008 | 0.630 £ 0.017 | 0.619 4 0.013 | 0.463 £ 0.009 | 0.413 4 0.010
Ours 0.722 £ 0.010 | 0.949 & 0.002 | 0.980 + 0.001 | 0.941 & 0.003 | 0.935 + 0.003

5.5. Ablation Studies

The proposed expressive prior model enables complex
data representations to be effectively captured, which in turn

improves the expressivity of the whole model in generating
high-quality synthesis. To better understand the influence of
the proposed method, we conduct ablation studies, includ-
ing 1) MCMC steps, 2) complexity of EBM, and 3) other
image datasets.

MCMC steps: We examine the influence of steps of short-
run MCMC for prior sampling. Tab. 4 shows that increasing
steps could result in a better quality of generation. Increas-
ing the step number from 15 to 60 could result in a sig-
nificant improvement in synthesis quality, while exhibiting
only minor influence when increased beyond 60.

Table 4. Varying k (steps number) of our model on CelebA-64.
k=15 k=30 k=60 k=150 £k =300
FID 5642 39.89 3215 31.20 30.78

Complexity of EBM: We further examine the influence of
model parameters of EBM. The energy function is parame-
terized by a 2-layer perceptron. We fix the number of layers
and increase the hidden units of EBM. As shown in Tab. 5,
increasing the hidden units of EBM results in better perfor-
mance.

Table 5. Increasing hidden units (denoted as nef) of EBM.

nef nef=0 nef=10 nef=20 nef=50 nef= 100
FID 43.95 41.72 33.10 30.42 24.16

Other image datasets: We test the scalability of our model
on high-resolution image dataset, such as CelebA-128. We
show the image synthesis in Fig. 10.

Figure 10. Generated image synthesis on CelebA-128

We also train our model on CIFAR-10 (32x32) and report
the FID score for generation quality in Tab. 6, in which our
model performs well compared to baseline models.

Table 6. FID on CIFAR-10

Ours 2s-VAE RAE NCP-VAE Multi-NCP LEBM
6342 7290 74.16 78.06 65.01 70.15

6. Conclusion

In this paper, we propose to build a joint latent space
EBM with hierarchical structures for better hierarchical rep-
resentation learning. Our joint EBM prior is expressive in
modelling the inter-layer relation among multiple layers of
latent variables, which in turn enables different levels of
data representations to be effectively captured. We develop
an efficient variational learning scheme and conduct various
experiments to demonstrate the capability of our model in
hierarchical representation learning and image modelling.
For future work, we shall explore learning the hierarchi-
cal representations from other domains, such as videos and
texts.
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A. Additional Experiment

In order to better understand the proposed method,
we conduct additional experiments, including (i) out-of-
distribution detection and (ii) disentanglement learning,
which further explore the potential of our method in vari-
ous challenging tasks.

A.l1. Out-of-Distribution Detection

We conduct the out-of-distribution (OOD) detection for
our model. We train our model on Fashion-MNIST (in-
distribution) with MNIST (OOD) being the test dataset. We
consider baseline models, including VLAE and HVAE, in
which HVAE belongs to the conditional hierarchical model
(see Sec. 2.1), allowing a specialized decision function
(likelihood-ratio, LLR [17]) to be applied. It can be hard
to directly apply such decision function to the our architec-
tural hierarchical model, thus we use the unnormalized log-
posterior as the decision function (same as Anomaly Detec-
tion in Sec. 5.4) for our model and report the results in Tab.
7. It can be seen that our model shows superior performance
compared to VLAE, while HVAE could render better per-
formance by using the specialized LLR decision function.

Table 7. Fashion-MNIST (in) vs MNIST (out)

HVAE(LLR®®) HVAE VLAE Ours
AUPRC 1 0.984 0.363  0.344. 0.893
AUROC 1 0.984 0.268  0.199  0.897
#param 3.4M 3.4M 32M 32M

A.2. Disentanglement Learning

Figure 11. Disentanglement traverse of each latent unit of our
model. Top panel (top 3 rows): the top layer z3, and z34;,,, = 3.
The top row of each panel illustrates the traverse on the first unit.

We examine the disentanglement learning of our model.

We train our model on 3DShapes dataset[3] with L = 3
layers and visualize the traverse of each latent dimension in
Figure 11. We could see that the semantic factors, such as
shape, size and direction, are disentangled into the latent di-
mensions of the top layer (i.e., z3), while low-level factors,
such as background and object color, are disentangled into
the latent dimensions of lower layers(i.e., z;, z2).

Table 8. MIG and MIG-sup on 3DShapes. s denotes the progres-

sive steps of pro-VLAE.

Ours | pro-VLAE s =3 | pro-VLAE s =2 | pro-VLAE s = 1
MIG 0.554 0.357 0.339 0.247

MIG-sup | 0.672 0.406 0.333 0.136

We further quantitatively evaluate our model. Prior work
[22] applies the progressive learning strategy on VLAE to
improve disentangled factor learning and computes MIG[4]
and MIG-sup[22] as the measurement. The pro-VLAE with
B = 1 (without progressive learning) is then considered as
our baseline model. We train our model with the same infer-
ence and generator model and use the same latent dimension
as the baseline model, and we compare with the pro-VLAE
that uses multiple progressive steps (i.e., steps = 1, 2, 3).
The numbers of pro-VLAE are obtained by the code’, and
the comparison is shown in Table 8.

3https://github.com/Zhiyuan1991/proVLAE



