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Figure 1. We propose a method for synthesising novel views of faces at ultra high-resolution from very sparse inputs. This figure shows
novel view renderings at 4K resolution reconstructed from only three views of the target identity.

Abstract

NeRFs have enabled highly realistic synthesis of human
faces including complex appearance and reflectance effects
of hair and skin. These methods typically require a large
number of multi-view input images, making the process
hardware intensive and cumbersome, limiting applicability
to unconstrained settings. We propose a novel volumetric
human face prior that enables the synthesis of ultra high-
resolution novel views of subjects that are not part of the
prior’s training distribution. This prior model consists of
an identity-conditioned NeRF, trained on a dataset of low-
resolution multi-view images of diverse humans with known
camera calibration. A simple sparse landmark-based 3D
alignment of the training dataset allows our model to learn
a smooth latent space of geometry and appearance despite
a limited number of training identities. A high-quality vol-
umetric representation of a novel subject can be obtained
by model fitting to 2 or 3 camera views of arbitrary resolu-
tion. Importantly, our method requires as few as two views
of casually captured images as input at inference time.

1. Introduction

Reconstruction and novel view synthesis of faces are
challenging problems in 3D computer vision. Achieving
high-quality photorealistic synthesis is difficult due to the
underlying complex geometry and light transport effects ex-
hibited by organic surfaces. Traditional techniques use ex-
plicit geometry and appearance representations for model-
ing individual face parts such as hair [14], skin [17], eyes
[4], teeth [59] and lips [16]. Such methods often require
specialised expertise and hardware and limit the applica-
tions to professional use cases.

Recent advances in volumetric modelling [3, 26, 31, 48]
have enabled learned, photorealistic view synthesis of both
general scenes and specific object categories such as faces
from 2D images alone. Such approaches are particularly
well-suited to model challenging effects such as hair strands
and skin reflectance. The higher dimensionality of the vol-
umetric reconstruction problem is inherently more ambigu-
ous than surface-based methods. Thus, initial developments
in neural volumetric rendering methods [3, 31] relied on an
order-of-magnitude higher number of input images (> 100)
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Figure 2. Our key contribution is a prior face model (left), learned from a multiview dataset of faces captured in a controlled setting. The
prior model is resolution independent and can be fine-tuned to synthesise novel views at high resolution given as few as two images from
a target identity captured in the studio (middle left) or in-the-wild (middle right).

to make the solution tractable. Such a large image acqui-
sition cost limits application to wider casual consumer use
cases. Hence, few-shot volumetric reconstruction, of both
general scenes and specific object categories such as human
faces, remains a prized open problem.

This problem of the inherent ambiguity of volumetric
neural reconstruction from few images has generally been
approached in 3 ways: i) Regularisation: using natural
statistics to constrain the density field better such as low
entropy [3, 46] along camera rays, 3D spatial smooth-
ness [35] and deep surfaces [66] to avoid degenerate so-
lutions such as floating artifacts; ii) initialisation: meta-
learnt initialisation [53] of the underlying representation
(network weights) to aid faster and more accurate conver-
gence during optimisation; iii) data-driven subspace pri-
ors: using large and diverse datasets to learn generative
[7, 9, 10, 12, 13, 18, 68] or reconstructive [6, 44, 46, 57]
priors of the scene volume.

For human faces, large in-the-wild datasets [21, 22, 25]
have proved to be particularly attractive in learning a
smooth, diverse, and differentiable subspace that allow for
few-shot reconstruction of novel subjects by performing in-
version and finetuning of the model on a small set of im-
ages of the target identity [47]. But such general datasets
and generative models also suffer from disadvantages: i)
The sharp distribution of frontal head poses in these datasets
prevents generalisation to more extreme camera views, and
ii) the computational challenge of training a 3D volume on
such large datasets results in very limited output resolutions.

In this paper, we propose a novel volumetric prior for
faces that is learned from a multi-view dataset of diverse

W
/o

Pr
io

r
W

ith
Pr

io
r

Input Training Result Novel Views

Figure 3. Naively training on two images leads to overfitting and
the model fails to synthesise novel views. With the proposed prior,
the model can render view-consistent novel views.

human faces. Our model consists of a neural radiance
field (NeRF) conditioned on learnt per-identity embeddings
trained to generate 3D consistent views from the dataset.
We perform a pre-processing step that aligns the geometry
of the captured subjects [46]. This geometric alignment of
the training identities allows our prior model to learn a con-
tinuous latent space using only image reconstruction losses.
At test time, we perform model inversion to compute the
embedding for a novel target identity from the given small
set of views of arbitrary high resolution. In an out-of-model
finetuning step, the resulting embedding and model are fur-
ther trained with the given images. This results in NeRF
model of the target subject that can synthesise high-quality
images. Without our prior, the model cannot estimate a 3D
consistent volume and overfits to the sparse training views
(Fig. 3).
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While we present a novel data-driven subspace prior, we
also extensively evaluate the role of regularisation and ini-
tialisation in achieving plausible 3D face volumes from few
images by comparing with relevant state-of-the-art tech-
niques and performing design ablations of our method.

In summary, we contribute:

• A prior model for faces that can be finetuned to gen-
erate a high-quality volumetric 3D representation of a
target identity from two or more views.

• Ultra high-resolution 3D consistent view-synthesis
(demonstrated up to 4k resolution).

• Generalisation to in-the-wild indoor and outdoor cap-
tures, including challenging lighting conditions.

2. Related works

Volumetric reconstruction techniques [3, 24, 32, 40, 41]
achieve a high-level of photorealism. However, they pro-
vide a wider space of solutions than surface based repre-
sentations [29, 39], and hence often perform very poorly in
the absence of sufficient constraints [30, 35, 42, 54, 62, 63].
To mitigate this, related works employ additional regular-
isation [20, 30, 35, 46, 54, 62], perform sophisticated ini-
tialisation [23, 44, 53, 56], and leverage data-driven pri-
ors [9, 11, 18, 20, 30, 37, 42, 44, 46, 52, 54, 58, 63, 65].

Regularisation A common solution to novel view synthe-
sis from sparse views is employing regularisation and con-
sistency losses for novel views.

RegNeRF [35] proposes a smoothness regulariser on the
expected depth and a patch-based appearance regularisation
from a pretrained normalising flow. A concurrent work,
FreeNeRF [62], observes that NeRFs tend to overfit early in
training because of the high frequencies in the positional en-
coding. They propose a training schedule where the training
starts with the positional encodings masked to the low fre-
quencies only and continuously fade in higher frequencies
during the course of training. These methods have shown
promising results for in-the-wild scenes but struggle to out-
put high-quality results for human faces 8.

It is also possible to leverage priors from large pretrained
models. DietNeRF[20] follows a strategy of constraining
high-level semantic features of novel view images to map
to the same scene object in the “CLIP” [43] space. These
methods require generating image patches per mini-batch
rather than individual pixels. This is compute and memory
intensive and reduces the effective batch size and resolu-
tion at which the models can be trained, limiting the overall
quality.

Initialisation Recent papers explore the effect of initiali-
sation [23, 44, 53, 56]. Metalearning [15, 33, 51, 64] initial
model parameters from a large collection of images [53] has
shown promising results for faster convergence. However,
the inner update loop in metalearning becomes very expen-
sive for large neural networks. This limits its applicability
in high-resolution settings.

Data-driven Priors Recent works propose generative
neural fields models in 3D [7, 9, 12, 18, 36, 45, 46, 50, 52,
60, 68]. These models typically map a random latent vector
to a radiance field. At inference time, the model can gen-
erate novel views by inverting a target image to the latent
space [1].

GRAF and PiGAN [7, 50] are the first technique to learn
a 3D volumetric generative model trained with an adversar-
ial loss on in-the-wild datasets. Since neural radiance fields
are computationally expensive, training them in an adver-
sarial setting requires an efficient representation. EG3D [9]
proposes a tri-plane representation, which enables training
lightweight neural radiance field as a 3D GANs, resulting
in state-of-the-art synthesis results.

Due to memory limitations, such generative models can
be trained only at limited resolutions. They commonly rely
on an additional 2D super-resolution module to generate
more details [7, 9, 18, 52], which results in the loss of 3D
consistency.

Recent works render 3D consistent views by avoiding
a 2D super-resolution module [6, 57]. MoRF [57] learns
a conditional NeRF [32] for human heads from multiview
images captured using a polarisation based studio setup that
helps to learn separate diffuse and specular image compo-
nents. Their dataset consists of 15 real identities and is
supplemented with synthetic renderings to generate more
views. Their method is limited to generating results in the
studio setting and does not generalise to in-the-wild scenes.
Cao et al. 2022 [6] train a universal avatar prior that can
be finetuned to a target subject with a short mobile phone
capture of RGB and depth. Their underlying representation
follows Lombardi et al. [27].

A popular option for novel view synthesis from sparse
inputs is formulating the task as an auto-encoder and per-
form image-based rendering. This family of methods
[11, 30, 58, 63] follow a feedforward approach of general-
isation to novel scenes by training a convolutional encoder
that maps input images to pixel aligned features that condi-
tion a volumetric representation of the scene.

Multiple works extend this approach with additional pri-
ors including keypoints [30], depth maps [19, 42, 61], or
correspondences [54]. KeypointNeRF [30] employs an
adapted positional encoding strategy based on 3D key-
points. DINER [42] includes depth maps estimated from
pretrained models to bootstrap the learning of density field
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Figure 4. Overview. We train an implicit prior model on low-resolution multi-view images (left). At test time, we fit the prior model to
as few as two images of a target identity. A naı̈ve optimisation without inversion or regularisation leads to strong view-dependent colour
distortions and fuzzy surface structures, see Sec. 6.4 and Fig. 11. To solve this, we first find a good initialisation through inversion (middle)
and then finetune all model parameters under additional constraints for geometry Lnormal and appearance Lv (right).

and sample the volume more efficiently around the expected
depth value. Employing our face prior outperforms these
methods (see Tbl. 1, Fig. 8 and 9).

3. Method
We propose a prior model for faces that can be finetuned

to very sparse views. The finetuned model can generate
ultra-high resolution novel view synthesis with intricate de-
tails like individual hair strands, eyelashes, and skin pores
(Fig. 1). In this section, we first introduce neural radiance
fields [32] in Sec. 3.1 and our prior model in Sec. 3.2. We
then outline our reconstruction pipeline in Sec. 3.3.

3.1. Background

A NeRF [31] represents a scene as a volumetric function
f : (x,d) → (c, σ) which maps 3D locations x to a radiance
c and a density σ, which is modelled using a multi-layer per-
ceptron (MLP). The radiance is additionally conditioned on
the view direction d to support view dependent effects such
as specularity. In order to more effectively represent and
learn high frequency effects, each location is positionally
encoded before being passed to the MLP.

Given a NeRF, a pixel can be rendered by integrating
along its corresponding camera ray in order to obtain the
radiance or colour value ĉ = F(r). Assuming a predeter-
mined near and far camera plane tn and tf , the integrated
radiance of the camera ray can be computed using the fol-
lowing equation:

F(r) =
∫ tf

tn

T (t)σ(r(t))c(r(t),d)dt, (1)

where T (t) = exp
(
−
∫ t

tn

σ(r(s))ds
)
. (2)

In practice, this is estimated using raymarching. The
original NeRF implementation approximated the ray into a
discrete number of sample points, and estimated the alpha

value of each sample by multiplying its density with the
distance to the next sample. They further improve quality
using a coarse-to-fine rendering method, by first distribut-
ing samples uniformly between the near and far planes, and
then importance sampling the quadrature weights.

Mip-NeRF [2] solves the classic anti-aliasing problem
resulting from discrete sampling in a continuous space. This
is achieved by sampling conical volumes along the ray.
MipNeRF360 [3] also introduced an efficient pre-rendering
step; a uniformly sampled coarse rendering pass by a pro-
posal network, which predicts the sampling weights instead
of the density and colour values using a lightweight MLP.
This is followed by an importance-sampled NeRF rendering
step. We incorporate both of these ideas in our model.

3.2. Face Prior Model

Our prior model is a conditional neural radiance field Fθ

that is trained as an auto-decoder [5, 46]. Given a ray r and
a latent code w, Fθ predicts a colour ĉ = Fθ(r,w) with
volumetric rendering [32].

The architecture of the prior model is based on Mip-
NeRF360 [3] and consists of two MLPs. Unlike Mip-
NeRF360, the MLPs are conditioned on a latent code
widentity, representing the identity.

The first MLP—the proposal network—predicts density
only. The second MLP—the NeRF MLP—predicts both
density and colour. Both MLPs take an encoded point γ̃x(x)
and a latent code w as input, where γ̃x(·) denotes a function
for integrated positional encodings [2]. The NeRF MLP fur-
ther takes the positionally encoded view direction γv(d) as
input (without integration for the positional encoding).

Fig. 5 gives an overview of the backbone NeRF MLP of
our prior model. The latent code is concatenated at each
layer. Unlike state-of-the-art generative models [8, 18, 46],
our model also conditions on the view direction d.

For training, we sample random rays r and render the
output colour ĉ as described in Sec. 3.1. Given N training
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Figure 5. Prior Model Architecture. Our prior model extends the
Mip-NeRF360 [3] architecture with a conditioning input at each
layer of the trunk MLP. Unlike SOTA generative NeRF models
[9, 18, 46], our model conditions both on a latent code and a view
direction, which enables view-dependent effects. During model
fitting to very few images, we prevent overfitting by regularising
the view direction weights. See Fig. 11 for an example.

subjects, we optimise over both the network parameters θ
and the latent codes w1..N . Our objective function is

argmin
θ,w1..N

Lprior = Lrecon + λpropLprop, (3)

with λprop = 1. We describe the loss terms Lrecon and
Lprop for a single ray. The final loss is computed as the
expectation over all rays in the training batch.

The objective function has a data term comparing
the predicted colour with the ground truth Lrecon =
∥Fθ(r,w)− c∥1, as well as a weight distribution matching
loss term between the NeRF MLP and the proposal MLP
Lprop. The latter is the same as in Mip-NeRF360 [3]. We
refrain from regularising the latent space, and we disable
the distortion loss. As our scene is not unbounded, we also
disable the 360-parameterisation or space-warping of Mip-
NeRF360.

We train the prior model for 1 Mio. steps on multi-view
images of resolution 512 × 768. Please refer to Sec. 4 for
details about the training set.

3.3. Volumetric Reconstruction Pipeline

Figure 4 illustrates the reconstruction pipeline, which
comprises three steps: 1) Preprocessing and head align-
ment, 2) inversion, and 3) model fitting. This section de-
scribes each step in detail.

3.3.1 Preprocessing

We estimate camera parameters and align the heads to a pre-
defined canonical pose during the data preprocessing stage.
For the studio setting, we calibrate the cameras and esti-
mate 3D keypoints by triangulating detected 2D keypoints;
for in-the-wild captures, we use Mediapipe [28] to estimate
the camera positions and 3D keypoints. We align and com-
pute a similarity transform to a predefined set of five 3D
keypoints (outer eye corners, nose, mouth centre, and the
chin) in a canonical pose. Please see the supp. mat. for
details.

3.3.2 Inversion

The reconstruction results depend on a good initialisation
of the face geometry (see Tbl. 2). We solve an optimisation
problem to find a latent code that produces a good starting
point [1].

Given K views of a target identity, we optimise with
respect to a new latent code while keeping the network
weights frozen. Let P be a random patch sampled from one
of the K images of the target identity and P̂w be a patch
rendered by our prior model when conditioning on the la-
tent code w. The latent code of the target identity wtarget is
recovered by minimising the following objective function:

wtarget = argmin
w

Lrecon + λLPIPSLLPIPS, (4)

where Lrecon = 1
|P |∥P̂w − P∥ is the same loss as in Eq. 3,

but computed over an image patch, and LLPIPS(P̂w, P ) is
a perceptual loss[67] with λLPIPS = 0.2. We optimise at
the same resolution as the prior model after removing the
background [38].

3.3.3 Model Fitting

The goal of model fitting is to adapt the weights of the prior
model for generating novel views of a target identity at high
resolutions. We do this by finetuning the weights of the
prior model to a target identity from sparse views.

Please note that the prior model is trained on low reso-
lution and is optimised to reconstruct a large set of iden-
tities from many views for each identity, see Sec. 5. Af-
ter model fitting, the model should generate high-resolution
novel views with intricate details like individual hair strands
for a single target identity given as few as two views.

Training a NeRF model on sparse views leads to major
artifacts because of a distorted geometry [34] and overfit-
ting to high frequencies [62]. We find that correctly ini-
tialising the weights of the model avoids floater artifacts
and leads to high-quality novel view synthesis. We ini-
tialise the model weights with the pretrained prior model
and use the latent code wtarget obtained through inversion
(Sec. 3.3.2). Fig. 11 shows that naı̈vely optimising with-
out any further constraints leads to overfitting to the view
direction (first column). Regularising the weights of the
view branch causes fuzzy surface structures (second col-
umn), which can be mitigated using a normal consistency
loss [55] (third column). We initialise the model with the
weights of the prior and optimise it given the objective func-
tion

argmin
θtarget,wtarget

Lfit = Lrecon + λpropLprop

+ λnormalLnormal + λvLv, (5)
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Figure 6. Exemplar images of our captured dataset. Our dataset
contains 1450 different subjects (bottom row) captured under 13
different cameras on the frontal hemisphere (top rows).

where the loss terms Lrecon, Lprop and the hyperparame-
ter λprop are the same as in Eq. 3. The regulariser for the
normals Lnormal is the same as in RefNeRF [55]. We reg-
ularise the weights of the view branch with Lv = ∥θv∥2,
where the parameters θv correspond to weights of the con-
nections between the encoded view direction and the output,
see the highlighted box in Fig. 5. We set λnormal = 0.001
and λv = 0.0001 and optimise until convergence.

Since our model generates faces that are aligned to a
canonical pose and location (Sec. 5), the rendering volume
can be bounded by a rectangular box. We set the density
outside this box to zero for the final rendering.

4. Dataset
We capture a novel high-quality multi-view dataset of

diverse human faces from 1450 identities with a neutral fa-
cial expression under uniform illumination, see Fig. 6. 13
camera views are distributed uniformly across the frontal
hemisphere. Camera calibration is performed prior to every
take to obtain accurate camera poses. We hold out 15 identi-
ties for evaluation and train on the rest. The camera images
are of 4096× 6144 resolution. We made a concerted effort
for a diverse representation of different demographic cate-
gories in our dataset, but acknowledge the logistical chal-
lenges in achieving an entirely equitable distribution. We
provide more details of the demographic breakdown of the
dataset in the supplementary document.

To assess the out-of-distribution performance of our
method we show results on the publicly available Facescape
multi-view dataset [69]. We also acquire a handful of in-
the-wild captures of subjects using a mobile camera to qual-
itatively demonstrate the generalisation capability of our
method further.

5. Experiments
Preprocessing We perform an offline head alignment to a
canonical location and pose. This step is crucial to learn a
meaningful prior over human faces. For each subject, we es-

Method PSNR ↑ SSIM ↑ LPIPS ↓
FreeNeRF [62] 15.02 0.6795 0.3093

EG3D-based prior [9] 19.70 0.7588 0.2897
Learnit [53] 20.04 0.7716 0.3299

RegNeRF [34] 20.40 0.7432 0.2858
KeypointNeRF [30] 22.79 0.7878 0.2713

Ours 25.69 0.8039 0.1905

Table 1. Comparison with related works at 1K resolution on two
views of our studio dataset. The metrics are computed as the aver-
age over six views of three holdout subjects. Our method outper-
forms the related works by a clear margin. For a visual compari-
son, please refer to Fig. 8. The supp. mat. contains metrics and
visuals for more input views.

timate five 3D keypoints for the eyes, nose, mouth, and chin
and align the head to a canonical location and orientation.
The canonical location is defined as the median location of
the five keypoints across the first 260 identities of our train-
ing set. For an illustration and more details, please see the
supplementary document.

Prior Model Training We train the prior model with
our pre-processed dataset containing 1450 identities and
13 camera views. To make our training computationally
tractable, we train versions of our prior model at a lower
resolution. We train two versions of our model, at 256×384
and 512×768 image resolution. The lower resolution model
is trained only for the purpose of quantitative evaluation
against other SOTA methods, to ensure fair comparison
against other methods that cannot be trained at a higher res-
olution due to compute and memory limitations. We pro-
vide details about our training hardware and hyperparame-
ters in the supplementary document.

Comparisons We perform evaluations on three different
datasets: Our high-quality studio dataset, a publicly avail-
able studio dataset (Facescape [69]), and in-the-wild cap-
tures from a mobile and a cellphone camera. For the stu-
dio datasets, we assume calibrated cameras. For the in-the-
wild captures, we estimate camera parameters with Medi-
apipe [28]. The metrics for the quantitative comparisons
are computed after cropping the images to squares and set-
ting the background to black with foreground masks from a
state-of-the-art network [38]. For more details, please refer
to the supplementary material.

6. Results
We perform extensive evaluation and experiments to

demonstrate i) our core claims - high resolution, few shot,
in-the-wild synthesis, ii) improved performance over the
state-of-the-art methods, iii) ablation of various design
choices. We also encourage the reader to see the video re-
sults and more insightful evaluations in the supp. mat.
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Figure 7. In-the-wild Results. We reconstruct a target identity from two images acquired with a consumer camera (left). Note how the
novel views can extrapolate from the input camera angles. The inlays show the normals (top) and depth (bottom). The hair density is low,
thus the grey normal colour in that region. We encourage the reader to see the supp. mat. for the high-resolution results and videos.

Learnit [53] KeypointNeRF [30] RegNeRF [35] FreeNeRF [62] EG3D-based prior [9] Ours GT

Figure 8. Visual comparison when given two target views. Our method consistently produces more pleasing results. Please see Tbl. 1 for
metrics and the supplementary material for implementation details and results on more than two target views.

Initialization PSNR ↑ SSIM ↑ LPIPS ↓
Furthest 23.91 0.7876 0.2041
Nearest 24.41 0.7900 0.2002

Mean 24.61 0.7934 0.1959
Noise 24.66 0.7957 0.1998
Zeros 24.65 0.7941 0.1944

Inversion (Ours) 25.69 0.8040 0.1905

Table 2. Ablation on various types of initialising wtarget when fine-
tuning the model. We compare taking the mean across all latent
codes during training; initialising it with zeros, Gaussian noise;
and copying the latent code of the nearest or furthest neighbor in
the training set. Inversion (Ours) performs best. Please refer to
the supplementary material for visual examples.

6.1. Ultra-high Resolution Synthesis

We demonstrate ultra high resolution synthesis after fine-
tuning our 512×768 prior model to sparse high-resolution
images in the studio setting (Fig. 1) and in-the-wild (Fig. 7).

4K Novel Views from Three Views Figure 1 shows
4096×4096 (4K) renderings after finetuning to three views
of a held-out subject from our studio dataset. Note the
range of the rendered novel views and the quality of syn-
thesis results for such an out-of-distribution test subject at
4K resolution. From just three images, our method learns
a highly detailed and photorealistic volumetric model of a
face. We synthesise smooth and 3D consistent camera tra-
jectories while preserving challenging details such as indi-
vidual hair strands, skin pores and eyelashes. Our model
learns both consistent geometry and fine details of individ-
ual hair strands and microgeometry of the skin, making the
synthesised images barely distinguishable from captured
views. Please see the supplementary material for video re-
sults and results on other subjects.

2K Novel Views from Two in-the-wild Views Our
method also affords reconstruction from in-the-wild cap-
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Input Ground Truth RegNeRF [35] EG3D-based prior [9] KeypointNeRF [30] DINER [42] Ours

Figure 9. Comparison with the state-of-the-art on holdout identities from FaceScape [69]. Each method is given four input views and we
show novel views and the L1 residue. Please see the supp. mat. for implementation details, more examples, and detailed metrics.

Figure 10. Single Image Reconstruction Results. From left to right: input image captured using a studio setup, synthesised views around
the subject face using a single frontal view for model fitting.

tures from a single camera. We use a digital camera to cap-
ture two images. Results are shown in Fig. 7. The upper
row was captured outdoors in front of a wall; the bottom
was row was captured in a room. Please see the supplemen-
tary material for more examples and videos.

6.2. Comparison with Related Work

Our goal is high-resolution novel view synthesis from
sparse inputs. We perform comparisons by training related
works [9, 30, 35, 53, 62] on our studio dataset and render-
ing results for unseen views at resolution 1024×1024 (1K).
Since the task of novel view synthesis becomes substan-
tially easier when given more views of the target subject, we

perform comparisons for different number of views ranging
from two to seven. Fig. 8 and Tbl. 1 show that our method
can handle difficult cases at high resolution and clearly out-
performs all related works when reconstructing from two
views. Please see the supp. mat. for results on more views.

We observe that some of the related methods perform
significantly better at lower resolutions and when given
more than just two views of the target subject. Hence,
we complement our comparisons with a comparison on the
FaceScape dataset [69]. We follow the setting of the best
performing related work, DINER [42], and use four refer-
ence images at resolution 256×256. Fig. 9 displays visuals
and the supplementary document provides metrics. Note
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Lrecon + Lprop + Lv + Lnormal

Figure 11. Ablation on the choice of regularisers. Without any
regularisation, the view branch of the model overfits to the view
direction from the sparse in- put signal. Additional regularisers
allows the model to fit to a target identity from very sparse views.

that KeypointNerf [30] and DINER [42] were trained on
Facescape while ours is not. This means that our scores
represent results in the ”out-of-distribution” setting.

6.3. Single Image Fitting

Our method is also capable of fitting to a single image
and still produces detailed results. We show such result on
held-out test subjects from our dataset in Fig. 10. Note the
consistent depth and normal maps and photorealistic ren-
derings. This indicates that our model learns a strong prior
over head geometry which helps it resolve depth ambiguity
to reconstruct a cohesive density field for the head, includ-
ing challenging regions like hair.

6.4. Ablations

Initialisation The initialisation of the latent code plays a
key role in achieving good results. We ablate various initial-
isation choices such as: i) a zero vector, ii) Gaussian noise,
iii) the mean over the training latent codes, iv) the near-
est and furthest neighbour in the training set defined by a
precomputed embedding [49], and v) inversion (Ours). We
finetune the prior model to two views of three holdout iden-
tities and report the results in Tbl. 2. Inversion performs
best in all metrcis.

Regularisation We also ablate the choice of regularisa-
tion for the model finetuning. Fig. 11 shows that without
any regularisation, the view branch of the model overfits to
the view direction from the sparse input signal. We observe
that the parameter weights of the view branch become very
large and dominate the colour observed from a particular
view. To mitigate this, we regularise the L2 norm of the
weights using Lv (green highlight in Fig. 5). However, the
model still overfits by generating a fuzzy surface that pro-
duces highly specular effects from the optimised views but
has incorrect geometry. To regularise the geometry, we ex-
tend the trunk of our model with a branch predicting normal

25.87
0.7688
0.1978

28.53
0.8500
0.2002

28.75
0.8480
0.1952

Input Novel Views Metrics

Figure 12. We show results for challenging lighting conditions
with shadows and specular reflections, e.g., on the forehead. The
right column lists PSNR, SSIM, and LPIPS.

and supervise it with the analytical normals [55]. With both
regularisation terms, the model can be robustly fit to a target
identity from very sparse views.

Challenging Lighting Conditions Our method can gen-
erate high-quality novel views even under challenging light-
ing conditions with shadows and specular reflections, see
Fig. 12.

Further Ablations We perform further ablations for fit-
ting to a higher number of target views, for different con-
figurations of our prior models, and for frozen latent codes
during model finetuning. Please see the supplementary ma-
terial for results.

7. Conclusion

We present a method that can create ultra high-resolution
NeRFs of unseen subjects from as few as two images, yield-
ing quality that surpasses other state-of-the-art methods.
While our method generalises well along several dimen-
sions such as identity, resolution, viewpoint, and lighting,
it is also impacted by the limitations of our dataset. While
minor deviations from a neutral expression such as smiles
can be synthesised, it struggles with extreme expressions.
Clothing and accessories are also harder to synthesise. We
show examples of such failure cases in the supplementary.
Our model fitting process can take a considerable amount of
time, particularly at higher resolutions. While some of these
problems can be solved with more diverse data, others are
excellent avenues for future work.
Acknowledgments. We thank Emre Aksan for insightful discus-
sions and Malte Prinzler for sharing DINER results.
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