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Abstract

Neural implicit surface learning has shown significant
progress in multi-view 3D reconstruction, where an object
is represented by multilayer perceptrons that provide con-
tinuous implicit surface representation and view-dependent
radiance. However, current methods often fail to accurately
reconstruct reflective surfaces, leading to severe ambiguity.
To overcome this issue, we propose Ref-NeuS, which aims to
reduce ambiguity by attenuating the effect of reflective sur-
faces. Specifically, we utilize an anomaly detector to esti-
mate an explicit reflection score with the guidance of multi-
view context to localize reflective surfaces. Afterward, we
design a reflection-aware photometric loss that adaptively
reduces ambiguity by modeling rendered color as a Gaus-
sian distribution, with the reflection score representing the
variance. We show that together with a reflection direction-
dependent radiance, our model achieves high-quality sur-
face reconstruction on reflective surfaces and outperforms
the state-of-the-arts by a large margin. Besides, our model
is also comparable on general surfaces.

1. Introduction
3D reconstruction is a crucial task in computer vision

that serves as the foundation for multiple fields such as
computer-aided design [20, 8], computer animation [33,
23], and virtual reality [40]. Among various 3D reconstruc-
tion techniques, image-based 3D reconstruction is particu-
larly challenging, which aims to recover 3D structures from
posed 2D images. Traditional multi-view stereo (MVS) ap-
proaches [11, 39, 51] generally require a multi-step pipeline
with supervision, which can be cumbersome. Recently,
neural implicit surface learning [45, 52, 31] has gained in-
creasing attention due to its ability to achieve remarkable
reconstruction quality with a neat formulation that supports
end-to-end and unsupervised training. However, as illus-
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Figure 1. Our ambiguity-reduced framework significantly im-
proves explicit surfaces geometry, surface normals and rendering
realism for modeling reflective surfaces compared to NeuS and
Ref-NeRF. Reconstruction accuracy (lower is better), surface nor-
mal mean angular error, i.e., MAE (lower is better) and PSNR
(higher is better) are compared.

trated in Fig. 1, existing methods tend to produce erroneous
results in reflective surfaces. Since these approaches infer
geometry information with multi-view consistency, which
is compromised due to the ambiguous surface prediction on
reflective surfaces. As a result, their practicality becomes
limited in scenarios where reflection is unavoidable.

Several recent works [3, 42, 55, 57, 43] have investigated
reflection modeling in neural radiance fields. These meth-
ods typically decompose the appearance of an object into
several physical components, allowing reflection to be ex-
plicitly represented. This can lead to a better estimation of
the 3D geometry by eliminating the influence of the reflec-
tion component. Nevertheless, physical decomposition can
be highly ill-posed [14], and inaccurate decomposition can
significantly constrain performance. For example, as shown
in Fig. 1, the predicted normals in Ref-NeRF [43] are not
accurate enough, which leads to suboptimal performance.
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In this paper, we propose a simple yet effective solution
that does not rely on challenging physical decomposition.
Instead, we suggest reducing ambiguity by introducing a
reflection-aware photometric loss that adaptively lowers the
weights fitting reflective surfaces based on the reflection
score. By doing so, we avoid devastating multi-view consis-
tency. Additionally, inspired by Ref-NeRF [43] and Neural-
Warp [7], we show that we can further improve the geome-
try by substituting radiance dependency with reflection di-
rection to obtain a more accurate radiance fields. As demon-
strated in Fig. 1, our model outperforms other competitive
approaches in predicting surface geometry (top row) and
surface normals (middle row). Besides, by estimating more
accurate surface normals that determine the accuracy of re-
flection direction, we can also achieve promising rendering
realism as an added benefit (bottom row).

Although the idea discussed above is simple, designing
the reflection-aware photometric loss is non-trivial. One
straightforward approach is to follow the NeRF-W [27], in
which the vanilla photometric loss is extended to a Bayesian
learning framework [19]. It formulates radiance as a Gaus-
sian distribution with the learned uncertainty representing
the variance, expecting the uncertainty can localize transient
components of an image in the wild and eliminate its influ-
ence for static components learning. However, this method
is not applicable in reflective scenes, since it learns the im-
plicit uncertainty that only considers the information of a
single ray and ignores the multi-view context.

To address this issue, we propose defining an explicit
reflection score that leverages multi-view context obtained
through pixel colors from multi-view images referring to
the same surface point. First, we identify the visibility of
all source views given a surface point. Next, we project
the point to visible images to obtain pixel colors. Based
on this, we use an anomaly detector to estimate the reflec-
tion score, which serves as the variance. By minimizing the
negative log-likelihood of the Gaussian distribution of the
color, a large variance attenuates the importance. We further
demonstrate that, by using reflection direction-dependent
radiance, our model achieves promising results for multi-
view reconstruction with a better radiance fields.

To summarize, our contributions are listed as follows.

• To the best of our knowledge, we present the first
neural implicit surface learning framework for recon-
structing objects with reflective surfaces.

• We propose a simple yet effective approach that en-
able neural implicit surface learning to handle reflec-
tive surfaces. Our approach can produce high-quality
surface geometry and surface normals.

• Extensive experiments on several datasets show that
the proposed framework significantly outperforms the
state-of-the-art methods on reflective surfaces.

2. Related Works
2.1. Multi-View Stereo for 3D Reconstruction

Multi-View Stereo (MVS) is a technique that aims to
reconstruct fine-grained scene geometry from multi-view
images. Traditional MVS methods can be classified into
four categories based on the output scene representation:
volumetric-based methods [6, 41], mesh-based methods
[10], point cloud-based methods [11, 24], and depth map-
based methods [4, 12, 38, 39, 47]. Among them, depth map-
based methods are the most flexible, estimating depth maps
for each view by utilizing photometric consistency between
reference and neighboring images [11], then fusing all the
depth maps into dense point clouds. Surface reconstruction
methods [6, 18, 22], such as screened Poisson Surface Re-
construction [18], are then employed to reconstruct surfaces
from the point clouds.

Recent learning-based MVS methods use deep learning
for improved reconstruction. SurfaceNet [15] and LSM [17]
were the first volumetric learning-based MVS pipelines pro-
posed to regress surface voxels. More recently, MVSNet
[50] extracts deep image features and warps them into the
reference camera frustum to construct a 3D cost volume via
differentiable warping.

However, learning-based MVS methods may still pro-
duce unsatisfactory results in certain scenarios, such as sur-
faces with specular reflections, regions with low texture,
and non-Lambertian regions. In these cases, photomet-
ric consistency across multi-view images is not guaranteed,
which can lead to severe artifacts and missing parts in the
reconstruction results.

2.2. Neural Implicit Surface for 3D Reconstruction

Recently, learning-based approaches using implicit sur-
face representations have been proposed. In these repre-
sentations, a neural network maps continuous points in 3D
space to an occupancy field [29, 36] or a Signed Distance
Function (SDF) [34]. These methods perform multi-view
reconstruction with additional supervision corresponding to
the occupancy value or SDF for each point. However, super-
vision for these methods is not always available with only
multi-view 2D images, which limits their scalability.

The introduction of volumetric approaches in NeRF [30],
which combines classical volume rendering [16] with im-
plicit functions for novel view synthesis, has attracted a lot
of attention towards 3D reconstruction using neural implicit
surface representations and volume rendering [31, 52, 45].
Unlike NeRF, which aims to render novel view images
while keeping the geometry unconstrained, these methods
define the surface in a more explicit manner and are there-
fore better suited for surface extraction. UNISURF [31]
uses the occupancy field [29], while IDR [53], VolSDF [52],
and NeuS [45] use the SDF field [34] as an implicit surface



representation. Despite their promising performance on 3D
reconstruction, these methods fall short of recovering the
correct geometry of objects with reflections, leading to am-
biguous surface optimization. Our approach builds upon
NeuS [45], but we believe it can be adapted to fit any volu-
metric neural implicit framework.

2.3. Modeling for Object with Reflection

We discuss rendering and reconstruction for objects with
reflections. Recent works [3, 42, 55, 57, 43] have inves-
tigated rendering view-dependent reflective appearance by
decomposing a scene into shape, reflectance, and illumi-
nation for novel view synthesis and relighting. However,
the recovered meshes are not explicitly validated, and the
geometry is often unsatisfactory. Reconstruction, on the
other hand, aims to recover explicit geometry, which is
still under-explored due to the inherent challenges. For in-
stance, PM-PMVS [5] formulates the reconstruction task as
joint energy minimization over surface geometry and re-
flectance, while nLMVS-Net [49] formulates MVS as an
end-to-end learnable network, leveraging surface normals
as view-independent surface features for cost volume con-
struction and filtering. However, none of these methods
combines neural implicit surfaces with volume rendering
for reconstruction.

2.4. Warping-based Consistency Learning

Warping-based consistency learning is widely used in
both multi-view stereo [44, 48, 47, 54] and neural implicit
surface learning [7, 9] for 3D reconstruction by exploit-
ing inter-image correspondence with differentiable warping
operations. Generally, consistency learning in MVS-based
pipelines is performed at the CNN feature level. For exam-
ple, MVSDF [54] warps the predicted surface point to its
neighboring views and enforces pixel-wise feature consis-
tency, while ACMM [47] warps the coarse predicted depth
to form a multi-view aggregated geometric consistency cost
to refine finer scales. Consistency learning in neural im-
plicit surface-based pipelines, on the other hand, is typically
performed at the image level. NeuralWarp [7] warps the
sampled points along a ray to source images to obtain their
RGB values and optimizes them jointly with a radiance net-
work, while Geo-NeuS [9] warps the gray-scale patch cen-
tered on the predicted surface point to its neighboring im-
ages to guarantee multi-view geometry consistency. How-
ever, they ignore view-dependent radiance and are limited
when multi-view consistency is not reasonable due to re-
flection, which can lead to artifacts when minimizing patch
similarity regardless of reflection. Furthermore, visibility
identification is not well-handled, and both rely on cumber-
some preprocessing to determine source images. Alterna-
tively, we leverage inconsistency to reduce ambiguity for
high-fidelity reconstruction.

3. Approach

Given N calibrated multi-view images X = {Ii}Ni=1 of
an object with reflective surfaces, we aim to reconstruct
the surfaces by neural implicit surface learning. Section
3.1 introduces NeuS, our baseline for reconstruction. Sec-
tion 3.2 introduces a reflection-aware photometric loss. It
reduces the influence of reflection by formulating render-
ing color as a Gaussian distribution with an explicit vari-
ance estimation that considers multi-view context. Sec-
tion 3.3 discusses how we identify the visibility of source
views to obtain unbiased reflection score. Section 3.4 shows
that together with a reflection direction-dependent radiance,
our model achieves better geometry with a better radiance
fields. Finally, Section 3.5 presents our full optimization.
An overview of our approach is provided in Figure 2.

3.1. Volume Rendering with Implicit Surface

Volume rendering [16] is used in NeRF [30] for novel
view synthesis. The idea is to represent the continuous at-
tributes (i.e., density and radiance) of a 3D scene with neu-
ral networks. α compositing [28] aggregates these attributes
along a ray r to approximate the pixel RGB values by:

Ĉ(r) =

P∑
i=1

Tiαici, (1)

where Ti = exp
(
−
∑i−1

j=1 αjδj

)
and αi = 1−exp (−σiδi)

denote the transmittance and alpha value of sampled point,
respectively. δi is the distance between neighboring sam-
pled points. P is the number of sampled points along a ray.
σi and ci are predicted attributes by the neural networks
conditioned on position x = (x, y, z) and view direction
d = (θ, ϕ). The training object L of NeRF is the mean
square error between the ground-truth pixel color C(r) and
the rendering color Ĉ(r) formulated as

Lcolor =
∑
r∈R

∥C(r)− Ĉ(r)∥22, (2)

where R is the set of all rays shooting from the camera cen-
ter to image pixels.

However, density-based volume rendering lacks a clear
definition of the surface, which makes it difficult to extract
precise geometry. Alternatively, Signed Distance Function
(SDF) clearly defines the surface as the zero-level set, mak-
ing SDF-based volume rendering more effective in surface
reconstruction. Following NeuS [45], the attributes of a 3D
scene include signed distance and radiance parameterized
by a geometry network f and a radiance network c by:

s = f(x), c = c(x,d), (3)

where the geometry network f maps a spatial position x
to its signed distance f(x) to the object and the radiance
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Figure 2. An overview of our framework. We propose a reflection-aware photometric loss to address the ambiguity induced by reflection.
This loss attenuates the importance of reflective surfaces by lowering the weights of reflective pixels. Our loss relies on the estimated
reflection score to localize these pixels. We use an anomaly detector that leverages a multi-view context to obtain the reflection score. This
context is captured by projecting surface points to visible source views with a visibility identification module.

network c predicts the color conditioned on position x and
view direction d to model the view-dependent radiance. To
aggregate the signed distances and colors of sampled points
along a ray r for pixel color approximation, we utilize vol-
ume rendering similar to that of NeRF. The key difference
is the formulation of αi, which is calculated from the signed
distance f (x) rather than density σi as

αi = max

(
Φs (f(xi))− Φs (f(xi+1))

Φs (f(xi))
, 0

)
, (4)

where Φs(x) = (1 + e−sx)
−1 and 1/s is a trainable param-

eter which indicates the standard deviation of Φs(x).

3.2. Anomaly Detection for Reflection Score

For multi-view reconstruction, multi-view consistency is
the promise for accurate surface reconstruction. However,
for reflective pixels, the geometry network often predicts
ambiguous surfaces, which devastates the multi-view con-
sistency. To overcome the issue, we propose to reduce the
influence of reflective surfaces by a reflection-aware photo-
metric loss, which adaptively lowers the weights assigned
to reflective pixels. To achieve this, we first define the re-
flection score, which allows us to identify reflective pixels.

A naive solution is to treat the uncertainty defined in
NeRF-W [27] as the reflection score. This approach mod-
els the radiance value of a scene as a Gaussian distribution
and considers the predicted uncertainty as the variance. By
minimizing the negative log-likelihood of the Gaussian dis-
tribution, a large variance reduces the importance of a pixel
with high uncertainty. Ideally, the reflective pixels should
be assigned a large variance to attenuate its influence for re-
construction. However, the implicit uncertainty learned by
the MLP is defined on a single ray without considering the
multi-view context. Therefore, it may not accurately local-
ize reflective surfaces without explicit supervision.

Similar to NeRF-W [27], we also formulate render-
ing the color of a ray as a Gaussian distribution Ĉ(r) ∼
(C(r), β

2
(r)), where C(r) and β

2
(r) are the mean and

variance, respectively. We adopt Eq. (1) to query C(r).
However, unlike NeRF-W, which only defines the implicit
variance based on the information of a single ray, we ex-
plicitly define the variance based on the multi-view context.
Specifically, we utilize multi-view pixel colors that refer to
the same surface point to determine the variance.

To obtain the multi-view pixel colors, we project the
surface point x onto all N images {Ii}Ni=1 and use bilin-
ear interpolation to obtain the corresponding pixel colors
{Ci(r)}Ni=1. For simplicity, omitting the subscript, the pixel
color C is obtained by

G = K · (R · x+T) ,

C = interp(I,G),
(5)

where interp indicates bilinear interpolation, K denotes the
internal calibration matrix, R denotes the rotation matrix, T
denotes the translate matrix and · is matrix multiplication.

Considering the fact that only the local region of partial
images contains reflection, we treat reflection localization
as an anomaly detection problem, with the expectation that
reflective surfaces will be regarded as the anomaly and as-
signed a high reflection score. To this end, we estimate a
view-dependent reflection score β

2

i (r) by an anomaly de-
tector empirically, which uses the Mahalanobis distance
[26] as the reflection score (i.e., variance) as follows:

β
2

i (r) = γ
1

N

N∑
j=1

√
(Ci(r)−Cj(r))

T Σ−1 (Ci(r)−Cj(r)),

(6)
where γ is the a scale factor to control the scale of the re-
flection score and Σ is the empirical covariance matrix. As
reflections do not dominate the majority of training images,



if the currently rendered pixel color Ci(r) is contaminated
by reflection, a larger reflection score is generated as most
of the relative divergences become large.

Then, we extend the photometric loss in Eq. (2) to
a reflection-aware one by minimizing the negative log-
likelihood of distribution of rays r from a batch R similar
to NeRF-W [27] and ActiveNeRF [32] as follows:

Lcolor = − log p(Ĉ(r)) =
∑
r∈R

∥C(r)−C(r)∥22
2β

2
(r)

+
log β

2
(r)

2
.

(7)
Since β

2
(r) is estimated by Eq. (6) explicitly instead of

implicitly learning by MLP, it is a constant and can be re-
moved from the objective function. Besides, following pre-
vious works [45, 52, 9] for multi-view reconstruction, we
use L1 loss instead of L2 loss. Finally, our reflection-aware
photometric loss is quite simple formulated as

Lcolor =
∑
r∈R

|C(r)−C(r)|
β
2
(r)

. (8)

Note that we slightly abuse the term β
2
(r), which should be

corresponding to L2 loss.

3.3. Visibility Identification for Reflection Score

The computation of reflection score using all pixel col-
ors {Cj(r)}Nj=1 assumes that the point on the surface has
a valid projection on all source images. However, in prac-
tice, this assumption is not true due to self-occlusion. The
projected pixel colors are meaningless if the point is invisi-
ble in the source images, and the corresponding pixel colors
should not be used in Eq. (6).

To address this issue, we design a visibility identifica-
tion module, which leverages intermediate reconstructed
meshes to identify visibility, as illustrated in Fig. 3. Specif-
ically, given a pixel pi corresponding to a ray ri, the im-
plicit surfaces on ray ri can be represented according to the
signed distance of sampled points x as follows:

Ŝi = {x | f(x) = 0}. (9)

Since an infinite number of points exist along a ray, we
need to sample discrete points on this ray. Based on the
sampled points and their signed distances, we can determine
the intervals where surface points exist by

Ti = {xj | f (xj) · f (xj+1) < 0} . (10)

If the sign of the sampled point f(xj) is different from
the sign of the next sampled point f(xj+1), the interval
[xj ,xj+1] intersects with the surface. The intersection point
set Ŝi can be obtained by linear interpolation by

Ŝi =

{
x | x =

f(xj)xj+1 − f(xj+1)xj

f(xj)− f(xj+1)
,xj ∈ Ti

}
.

(11)

𝑑!∗ = ||𝒙!∗ − 𝒐!||

Eq. (13)
Occluded view

Visible view

Reference view

Intersection point

Predicted surface point

Figure 3. Illustration of visibility identification.

In practice, the ray ri may intersect with the object at multi-
ple surfaces. For our reflection score computation, only the
first intersection is meaningful, and it is formulated as

x∗
i = argminD(x,oi), (12)

where x ∈ Ŝi and D(·,oi) indicate the distance between
point x and the origin of the ray ri, respectively.

After capturing the predicted surface point x∗
i , we can

calculate the distances
{
d∗j
}N

j=1
between this point and all

camera locations {oj}Nj=1 as follows:

d∗j = ∥x∗
i − oj∥. (13)

Meanwhile, we compute the distances {dj}Nj=1 from all

camera locations {oj}Nj=1 to the first intersection of the in-
termediate reconstructed meshes by ray casting [37]. Based
on these two distances, the visibility of images Ij can be
estimated by

vj = I(d∗j ≤ dj) (14)

where I(·) is an indicator function. Based on the approxi-
mation of visibility, we eliminate the invisible pixel colors
{Cj(r) | vj = 0} that are used in the calculation of the re-
flection score in Eq. (6). We then refine the reflection score
as follows:

β
2

i (r) = γ
1∑N

j=1 vj

N∑
j=1

vjMdis,

Mdis =
√
(Ci(r)−Cj(r))

T
Σ−1 (Ci(r)−Cj(r)).

(15)

We provide some examples in Fig. 4 to illustrate the esti-
mated reflection score.



Figure 4. Visualization of the fraction of the reflection score, which
can localize reflective surfaces. Black indicates a high score.

3.4. Reflection Direction Dependent Radiance

As suggested in Ref-NeRF [43], conditioning the radi-
ance on reflection direction in reflective scenes can lead to a
more accurate radiance fields, which has been shown to be
beneficial for reconstruction in NeuralWarp [7]. Inspired by
this, we reparameterize the radiance network as a function
of the reflection direction about the surface normal, and the
formulation in Eq. (3) becomes

c = c(x,ωr), (16)

where d̂ is the reflection direction calculated by

ωr = 2(−d · n̂)n̂+ d, (17)

where n is the surface normal formulated by

n̂ =
∇f(x)

||∇f(x)||
. (18)

Compared to Ref-NeRF [43], the reflection direction is
more precise in our framework due to the well-estimated
surface normal, which leads to a more accurate radiance
fields. Compared to NeuralWarp [7] that ignores reflection
in their framework, we take the view-dependent radiance
into consideration and estimate a more accurate radiance
fields. As a result, our method is more reliable and promis-
ing for multi-view reconstruction of objects with reflection.

3.5. Optimization

During reconstructing a scene, our total loss function is

L = Lcolor + αLeik. (19)

Lcolor is the reflection-aware photometric loss in Eq. (8)
with reflection score estimated by Eq. (15). The rendered
color is computed by Eq. (1) with radiance parameterized
in Eq. (16). Leik is an eikonal term [13] to regularize the
gradients of geometry network formualated as

Leik =
1

P

P∑
i=1

(|∇f (xi)| − 1)
2
. (20)

In our experiments, we choose α as 0.1.

4. Experimetns

4.1. Datasets and Evaluation Protocol

To evaluate the effectiveness of our model, we con-
ducted experiments on objects from several datasets, includ-
ing Shiny Blender [43], Blender [30], SLF [46], and Bag of
Chips [35]. The selected objects in these datasets are glossy.

Shiny Blender. The Shiny Blender dataset is a synthetic
dataset introduced in [43]. The dataset includes six differ-
ent glossy objects that were rendered in Blender with more
challenging material properties. The original dataset was
created for novel view synthesis evaluation. We selected
four objects (i.e., helmet, coffee, toaster, and car) for recon-
struction, as the geometry of the ball is too simple (i.e., a
sphere of radius 1), and the teapot is less reflective. For all
reconstruction tasks, we used the original 200 testing im-
ages for training, as we found that there are more reflective
surfaces, which makes it more challenging for reconstruc-
tion. For quantitative evaluation, we provide ground-truth
dense point clouds for each scene by upsampling points
from the ground-truth meshes exported from Blender. Since
rendering quality was also compared on ShinyBlender, we
emphasize that for fair comparison with existing methods,
we used the original 100 training images for training.

Blender. We used the glossy drums from Blender dataset
[30]. This dataset was rendered in Blender as Shiny Blender
dataset with 100 images for training.

SLF. We used the glossy fish from SLF [46]. This dataset
was captured in a lab-controlled environment. The cameras
are distributed on a hemisphere around the center object.

Bag of Chips. We used the glossy cans and corncho1 from
[35], which provides meshes scanned by RGBD sensors for
evaluation. Since there are more than 2000 images, we only
sampled half of them for training due to limited memory. 1

Evaluation Protocol. The evaluation metric is the Cham-
fer Distance, provided by the DTU evaluation metrics
[1]. The metric can be divided into two parts: accuracy
and completeness (see supplement for details). For the
Shiny Blender dataset, the ground-truth meshes are double-
layered, which results in many redundant points in the
ground truth. Therefore, we only reported the accuracy in
Table 1, as it is more meaningful than completeness. Addi-
tionally, for the Shiny Blender dataset, mean angular error
(MAE) and PSNR were used for evaluating the estimated
normals and rendering quality, respectively.

4.2. Implementation Details

We implemented our model based on NeuS [45]. The
structure of the geometry network and radiance network

1The number of training images does not necessarily affect the recon-
struction results when there are hundreds of uniformly-distributed views.



Methods
helmet toaster coffee car Mean

Acc↓ MAE↓ Acc↓ MAE↓ Acc↓ MAE↓ Acc↓ MAE↓ Acc↓ MAE↓
PhySG [55] - 2.32 - 9.75 - 22.51 - 8.84 - 10.86

Ref-NeRF [43] - 29.48 - 42.87 - 12.24 - 14.93 - 24.88
IDR [53] - - - - 3.79 3.68 0.55 1.25 - -

UNISURF [31] 1.69 1.78 3.75 5.51 2.88 3.15 2.34 1.98 2.67 3.11
VolSDF [52] 1.55 1.37 2.02 2.53 2.23 2.28 0.58 1.04 1.60 1.81
NeuS [45] 1.33 1.12 3.26 2.87 1.42 1.99 0.73 1.10 1.69 1.77

NeuralWarp [7] 2.25 1.94 5.90 3.51 1.54 2.04 0.65 1.07 2.59 2.14
Geo-NeuS [9] 0.74 2.36 6.35 3.76 3.85 6.36 2.88 5.67 3.46 4.54

Ours 0.29 0.38 0.42 1.47 0.77 0.99 0.37 0.80 0.46 0.91
Table 1. Comparison with state-of-the-art methods on Shiny Blender Dataset. Except for Ref-NeRF and PhySG, whose results are taken
from the original paper of Ref-NeRF, we implemented the released code on Shiny Blender dataset for other methods. IDR failed to recover
meaningful geometry for helmet and toaster, so the results remain empty. Note that NeRF-W failed to produce meshes since it focuses on
novel view synthesis in the wild, and COLMAP generated meshes with severe artifacts and missing parts. The quantitative results were
not provided. Bold results have the best score and underlined the second best. Our method outperforms these methods by a large margin.

Method drums fish cans corncho1
IDR∗ [53] 1.91 0.77 1.45 0.87
NeuS [45] 2.29 1.14 1.89 0.92

Geo-NeuS [9] - 0.87 2.80 1.19
Ours 1.35 0.81 1.21 0.82

Table 2. Comparison with state-of-the-art methods on drums, fish,
cans and corncho1. IDR∗ requires images masks for training.
Geo-Neus failed to recover drums. The average of accuracy and
completeness is reported.

Method helmet toaster coffee car mean
NeuS [45] 27.78 23.51 28.82 26.34 26.61

Ref-NeRF [43] 29.68 25.70 34.21 30.82 30.10
Ours 32.85 26.97 31.05 29.92 30.20

Table 3. Rendering quality comparison on Shiny Blender dataset.
PSNR is adopted as evluation metric.

was the same as that of NeuS. Please refer to our supple-
ment for more details. To estimate visibility in an on-the-fly
manner, the intermediate reconstruction result was updated
every 500 iterations with a resolution of 128 to decrease the
computation cost. γ was set to 5. We trained our model
for 200k iterations, which took approximately 7 hours on
a single NVIDIA RTX 3090 Ti GPU for the reconstruction
task. After convergence, a mesh can be extracted from the
signed distance functions (SDFs) in a predefined bounding
box using Marching Cubes [25] with a resolution of 512.

4.3. Comparison with State-of-the-Art Methods

We compared the reconstruction quality of our method
with several other methods, including IDR [53], three
baseline methods for multi-view reconstruction (UNISURF
[31], VolSDF [52], and NeuS [45]), two warp-based con-
sistency learning methods (NeuralWarp [7] and Geo-NeuS
[9]), and two methods specifically designed for model-
ing objects with reflection (Ref-NeRF [43] and PhySG
[55]). The quantitative results are shown in Tables 1 and

Method RS Vis Ref Acc↓ MAE↓
NeuS 1.69 1.77

NeuS w/ RS ✓ 1.17 1.43
NeuS w/ Ref ✓ 1.36 1.50

Ref-NeuS w/o Ref ✓ ✓ 0.80 1.21
Ours (full) ✓ ✓ ✓ 0.46 0.91

Table 4. Ablation study on Shiny Blender dataset. “RS” indicates
reflection score. “Vis” indicate visibility identification. “Ref” in-
dicates reflection direction-dependent radiance.

2, where accuracy is indicated with the term “Acc” [1]. As
COLMAP and NeRF-W fail to recover reflective surfaces,
we did not compare with them. Instead, we presented the
reconstructed meshes with severe artifacts of COLMAP in
the supplement. For NeRF-W, it focuses on novel view syn-
thesis in the wild and failed to produce meshes.

For PhySG and Ref-NeRF, we obtained the MAE from
the Ref-NeRF paper, as these methods focus on novel view
synthesis, the reconstruction accuracy is not reported in
Ref-NeRF paper. For other methods, we implemented the
released code on the corresponding datasets. IDR [53] was
unable to generate meaningful reconstructions for the hel-
met and toaster objects, so we only reported the results for
the car and coffee objects. Our method significantly out-
performed all other compared methods by a large margin.
As can be seen qualitatively in Figures 1 and 5, our method
yields promising improvements in both geometry accuracy
and surface normals. Ref-NeRF adopts Integrated Posi-
tional Encoding similar to mip-NeRF [2], which makes its
geometry parameters dependent on view direction, making
the meshes inaccessible. Furthermore, our results achieve
higher rendering quality (PSNR) compared to Ref-NeRF
except for a failure case as reported in Table 3. This in-
dicates that more accurate surface normals can lead to im-
proved novel view synthesis quality since the conditioned
reflection direction is calculated more accurately compared
to Ref-NeRF. Note that, due to memory limitations, we only
sampled 1024 rays instead of 4096 × 4 as in Ref-NeRF.



Reference Image GT meshes/normals Ours NeuS Geo-NeuS Ref-NeRF

Figure 5. The geometry of reconstructed meshes and estimated surface normals on Shiny Blender dataset [43]. We ran NeuS, Geo-Neus
and Ref-NeRF official implementations. Our method obviously produces better geometry and surface normals than other methods.

4.4. Ablation Study

We conducted an ablation study on the Shiny Blender
dataset to evaluate the effectiveness of each component in
our model. The experimental results are reported in Table
4. “NeuS w/ RS” indicates that we computed the reflection-
aware photometric loss with the reflection score estimated
by Eq. (6), without accounting for visibility. This leads
to a smaller improvement in performance, suggesting that
using the reflection score as a source of variance can still
be beneficial in improving geometry. “NeuS w/ Ref” only
replaces the radiance dependency with the reflection direc-
tion without considering the reflection score. The perfor-
mance improved over the baseline, except for one failure
case, which we discussed and provided per-scene results
for in the supplementary material. “Ref-NeuS w/o Ref”
indicates that we further identified visibility for reflection
score estimation using Eq. (15). The performance signif-
icantly improved, highlighting the importance of an unbi-
ased reflection score in accurate geometry recovery. Finally,
we used both reflection-aware photometric loss and reflec-
tion direction-dependent radiance in our model. The perfor-
mance significantly improved compared to using only one
of these methods, indicating that both methods are comple-

mentary for achieving accurate surface reconstruction.

5. Limitation and Conclusion

Limitation. Although our method shows promising results
in multi-view reconstruction with reflection, several limi-
tations remain. Firstly, estimating the reflection score in-
evitably increases the computational cost. Secondly, simply
replacing the dependency of the radiance network with the
reflection direction, regardless of the object material, can
lead to artifacts in certain circumstances. We present an ex-
ample of such an artifact in the supplementary material.

Conclusion. In this paper, we investigate the issue of
multi-view reconstruction for objects with reflective sur-
faces, which is an important but under-explored prob-
lem. Reflection-induced ambiguity can significantly disrupt
multi-view consistency, but our proposed Ref-NeuS method
addresses this issue by introducing a reflection-aware pho-
tometric loss, where the importance of reflective pixels is
attenuated using a Gaussian distribution model. Addition-
ally, our method employs reflection direction-dependent ra-
diance, which further improves the geometry with a better
radiance fields, including geometry and surface normals.
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Supplementary

A. Optimization and Additional Model Details

Optimization Details. We used Adam [21] as our opti-
mizer. For the first 5,000 iterations, the learning rate was
linearly increased from 0 to 5 × 10−4 using a warm-up
strategy. After that, we controlled it using the cosine de-
cay schedule to the minimum learning rate of 2.5 × 10−5.
We trained each model for 200,000 iterations, which took a
total of 7 hours on a single NVIDIA RTX3090Ti GPU. For
the novel view synthesis task, we trained each model for
1,000,000 iterations over 80 hours using a smaller batch size
with fewer sampled rays on a single NVIDIA RTX3090Ti
GPU. To ensure consistency with the reconstruction base-
lines, we used single-image batching with 512 sampled rays
for all reconstruction tasks. For novel view synthesis, we
used single-image batching with 1024 sampled rays, lim-
ited to the GPU memory, instead of 4096 × 4 as used in
Ref-NeRF. On each ray, we sampled 64 coarse points, 64
fine points, and 32 points to model the background, as in
NeRF++ [56].

Network architecture. Our network architecture is sim-
ilar to NeuS [45], comprising of a geometry network and
a radiance network to encode SDF and view-dependent ra-
diance, respectively. The geometry network parametrizes
the signed distance function and consists of 8 hidden lay-
ers with a hidden size of 256. Instead of ReLU, we used
Softplus with β = 100 for all hidden layers. We used a skip
connection [30] to connect the input with the output of the
fourth layer. The geometry network takes the spatial posi-
tion x of points as input and outputs the signed distances
to the object. In addition, the geometry network produces a
geometry feature with dimension 256, which is further used
as input to the radiance network to acquire view-dependent
radiance. The radiance network comprises 4 hidden layers
of size 256, which parametrize view-dependent radiance. It
takes as input the spatial position x, the normal vector n̂,
the reflection direction ωr, and the 256-dimensional geom-
etry feature vector. We applied positional encoding with 6
frequencies to the spatial location x and 4 frequencies to the
view direction ωr.

B. Evaluation Details

Meshes. For the ShinyBlender [43] and Blender [30]
datasets, the ground truth meshes were exported from
Blender files. Due to the original models’ small scales with
a radius around 1, we exported them with a scale factor of
150. For the fish from SLF [46] and the cans/corncho1 from
Bag of Chips [35], we increased the meshes’ sizes by 100
and 1000 times, respectively, resulting in similar scales for
all ground truth meshes. During training, we normalized
the object to a unit sphere. During inference, we transferred

Figure 6. In the ground truth meshes (left) of ShinyBlender, there
are two layers. However, on multi-view images, the inner layer is
invisible. This means the completeness is biased, as most of the
points in the inner layer contribute to meaningless error (right).
Points with large errors are marked in red.

Figure 7. Visualization of the reconstruction results by COLMAP
on the ShinyBlender dataset. COLMAP failed to reconstruct ob-
jects with reflective surfaces, as the multi-view consistency was
not plausible.

the meshes to the original space to compute the Chamfer
Distance.

Since the original meshes contain too few points, we up-
sampled the points in each triangle to obtain dense point
clouds for evaluation. Finally, the Chamfer Distance was
computed by

d(S1, S2) =
1

S1

∑
x∈S1

min
y∈S2

||x− y||22 +
1

S2

∑
y∈S2

min
x∈S1

||y − x||22,

(21)
where the first term is used to test accuracy, and the sec-
ond term validates completeness [1]. S1 and S2 are the re-
covered point clouds upsampled from meshes and ground
truth dense point clouds, respectively. For the ShinyBlender
dataset, shown in Fig. 6, the ground truth dense point clouds
include two layers. However, the inner layer is invisible on
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Figure 8. Surface geometry and surface normals of ablation models on toaster of ShinyBlender.

multi-view images and cannot be reconstructed, resulting in
a biased completeness, so only accuracy is reported.
Surface Normals. To compute the surface normal for a
pixel p, we compute the normals of sampled points along
the ray r derived from the SDF as follows:

n̂i =
∇f(xi)

||∇f(xi)||
. (22)

Then, the volume rendering procedure is performed to ag-
gregate these normals, forming a single surface normal:

n̂(r) =
N∑
i=1

Tiαin̂i. (23)

We used the normalized normals n(r) = n̂(r)
||n̂(r)|| for evalu-

ating MAE for all pixels.

C. Results of using training views
In the main text, we used original 200 test views for re-

construction training, here we show the results of using 100
training views for reconstruction training in Table 6. The
conclusion is similar to that obtained using the test views.

D. Detailed Results of Ablation Study
We reported the quantitative metrics (accuracy and

MAE) for each scene of ShinyBlender in Table 5.

E. Additional Results on diffuse materials
We also carried out experiments on non-reflective ob-

jects to show that reflection score will not cause perfor-
mance degradation of non-reflective objects, where DTU

scenes (i.e., scan55, scan83, scan105, scan106, scan114,
scan118) were used. The results are reported in Table 7.

F. Additional Results on scenes with both dif-
fuse and shiny materials

Previous reconstructed scenes are either shiny or diffuse
materials. To show the robustness of our method, we further
diverse the scenes with both diffuse and shiny materials.
Given that such scenes are uncommon in existing datasets,
besides materials for Blender dataset, we further employed
Blender to render multi-view images that combine helmet
for Shinyblender and hotdog from Blender. The compari-
son is presented in Fig. 9. Our method can reconstruct the
shiny objects better, while do not lead to performance drop
on diffuse materials.

G. Additional Visualizations

Visualizations of COLMAP. We visualized the recon-
struction results of COLMAP [39], an MVS-based method
on the Shiny Blender dataset, as shown in Fig. 7. COLMAP
fails to recover reflective surfaces, indicating that the multi-
view consistency is not reasonable in reflective scenes, lead-
ing to severe missing parts and artifacts.
Visualizations of ablation study. We visualized how the
reflection-aware photometric loss and reflection direction-
dependent radiance improve surface quality in Fig. 8. Due
to the reflective surfaces, the toaster is extremely challeng-
ing even for human perception. It is challenging to distin-
guish where the real surface lies. NeuS reconstructs the
toaster with severe missing parts due to reflection. “Ref-
Neus w/o Ref” reconstructs the surface with fewer missing
parts, indicating that reflection-aware photometric loss can



Method RS Vis Ref
helmet toaster coffee car mean

Acc MAE Acc MAE Acc MAE Acc MAE Acc MAE
NeuS 1.33 1.12 3.26 2.87 1.42 1.99 0.73 1.10 1.69 1.77

NeuS w/ RS ✓ 0.75 0.85 2.14 2.23 1.11 1.58 0.66 1.05 1.17 1.43
NeuS w/ Ref ✓ 0.41 0.69 0.59 1.59 3.87 2.74 0.55 0.97 1.36 1.50

Ref-NeuS w/o Ref ✓ ✓ 0.43 0.71 1.43 2.12 0.77 0.99 0.58 1.00 0.80 1.21
Ours (full) ✓ ✓ ✓ 0.29 0.38 0.42 1.47 0.77 0.99 0.37 0.80 0.46 0.91

Table 5. Detailed quantitative metrics of ablation study on Shiny Blender dataset.

Methods
helmet toaster car

Acc↓ MAE↓ Acc↓ MAE↓ Acc↓ MAE↓
Neus 0.92 0.88 3.34 2.73 0.72 1.08

Ref-NeuS 0.33 0.39 0.45 1.56 0.36 0.77
Table 6. Results of using training views for reconstruction training.

scene 55 83 105 106 114 118
NeuS 0.37 1.45 0.78 0.52 0.36 0.45

NeuS w/ RS 0.36 1.27 0.72 0.51 0.36 0.46
Table 7. The results on non-reflective objects.

localize the reflective surfaces and alleviate the ambiguity.
Our full model, Ref-NeuS, achieves better reconstruction
results without missing parts.

Visualizations of Ref-NeuS. We present additional visual-
ization results of different objects in Fig. 10, Fig. 11, Fig.
12, and Fig. 13 to demonstrate the effectiveness of our Ref-
NeuS. Our Ref-NeuS achieves better reconstruction quality
compared to NeuS.

Visualizations of results on Hulk. The real-world ob-
jects used in our experiments were captured under strict
conditions in a lab-controlled environment. Differently, we
captured the Hulk with glossy surfaces using an iPad in a
natural environment, capturing both the object and its sur-
roundings with lighting illumination and ambient light. As
we captured the object with the iPad moving around it, the
light source may have been occluded, resulting in shadows
on the surfaces. We show the results in Fig. 14, we can still
achieve better performance than NeuS.

H. Running Time

We demonstrate that estimating the reflection score will
not significantly increase the running time. There are two
main steps that contribute to the increase in running time.
The first step involves the intermediate meshes. Since we
extract intermediate meshes with a resolution of 128, it only
takes approximately 0.35 seconds for each mesh extraction.
The second step involves projection and distance compu-
tation for visibility identification. To obtain pixel colors,
we project the predicted surface point onto visible source
images. This step does not incur notable extra computa-
tional cost, with only 0.012 seconds per step. In Table 8, we
present the total running time.

setting Running time [h]
NeuS 7

Ref-NeuS 7.5
Table 8. Comparison of running time.

I. Failure Case
Figure 15 displays the reconstruction results of the cof-

fee object using ShinyBlender, which is a failure case of
our method. This object contains water surfaces that pos-
sess different reflection coefficients compared to solid ob-
jects. Merely substituting the dependency of the radiance
network with reflection direction, without considering the
object material, can result in artifacts. This motivates fu-
ture work on how to better model view-dependent radiance
while taking the material into consideration. However, in-
corporating reflection-aware photometric loss can still im-
proves the reconstruction quality over NeuS. We present the
results of “Ref-NeuS w/o Ref” for Ref-NeuS on the coffee
object of ShinyBlender.



Figure 9. Comparison on scenes with both diffuse and shiny materials.
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Figure 10. Qualitative comparison with NeuS on scan63 and scan 110 of DTU dataset.

NeuS

Ref-NeuS

Ref-NeuSGT
Figure 11. Qualitative comparison with NeuS on drums of Blender dataset.

GT NeuS Ref-NeuS
Figure 12. Qualitative comparison with NeuS on fish of SLF dataset.
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Figure 13. Qualitative comparison with NeuS on cans and corncho1 of Bag of Chips dataset.
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Figure 14. Qualitative comparison with NeuS on Hulk.

Reference image Ref-NeuS NeuSRef-NeuS w/o Ref

Figure 15. A failure case on coffee of ShinyBlender.


