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Abstract

Continual Learning (CL) involves training a machine
learning model in a sequential manner to learn new infor-
mation while retaining previously learned tasks without the
presence of previous training data. Although there has been
significant interest in CL, most recent CL approaches in
computer vision have focused on convolutional architectures
only. However, with the recent success of vision transformers,
there is a need to explore their potential for CL. Although
there have been some recent CL approaches for vision trans-
formers, they either store training instances of previous tasks
or require a task identifier during test time, which can be lim-
iting. This paper proposes a new exemplar-free approach for
class/task incremental learning called ConTraCon, which
does not require task-id to be explicitly present during in-
ference and avoids the need for storing previous training
instances. The proposed approach leverages the transformer
architecture and involves re-weighting the key, query, and
value weights of the multi-head self-attention layers of a
transformer trained on a similar task. The re-weighting
is done using convolution, which enables the approach to
maintain low parameter requirements per task. Additionally,
an image augmentation-based entropic task identification
approach is used to predict tasks without requiring task-ids
during inference. Experiments on four benchmark datasets
demonstrate that the proposed approach outperforms several
competitive approaches while requiring fewer parameters.'

1. Introduction

Humans excel at solving newer tasks without forgetting
previous knowledge. Deep neural networks, however, face
the challenge of forgetting old knowledge when trained for a
novel task. This problem, known as Catastrophic Forgetting,
is a fundamental challenge if a model needs to learn when
data arrives in a sequence of non-overlapping tasks. Con-
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Figure 1: The proposed ConTraCon architecture. T} represents
a transformer model trained on a previous task which is adapted
to a new task using only a few learnable parameters and temporal
skip-gating to a new transformer 73 on the Right.

tinual Learning [1, 21, 26, 37, 40, 41] aims to handle such
problems arising from non-stationary data to retain previ-
ously learned knowledge as well as acquire knowledge from
new data with limited or no access to previous data.

Although continual learning in computer vision has wit-
nessed remarkable progress, most of the methods are tailored
for CNNs. Recently, vision transformers have shown promis-
ing results in big data regime [8, 15, 32]. However, data
hungry vision transformers and data-scarce continual learn-
ing do not seem to go hand in hand, and thus continual
learning in vision transformers has received relatively little
attention. Early continual learning approaches on ConvNets
relied on exemplar rehearsal which re-trains newer models
on previous data instances stored in a fixed size memory
buffer [2, 7,9, 23, 33, 38, 40, 41]. Dytox [16] and LVT [52]
are contemporary works addressing continual learning on
vision transformers using such previously stored data. How-
ever, storing task samples in raw format may not always
be feasible, especially for tasks where long-term storage of
data is not permitted owing to privacy or data use legisla-
tion [24]. Dynamic architecture based methods, on the other
hand, grows an initial model dynamically or rearranges its
internal structure, [19, 44, 46, 58] with the arrival of new
tasks without the need for storing previous data.

The main focus of this paper is in modeling the new set of
parameters for new tasks with as low overhead as possible.
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We conjecture that better representation learning capability
of a transformer keeps it ready for easily adapting to new
tasks by manipulating the already learned weights. Convolu-
tion offers a cheap way to manipulate transformer weights
and the weight matrices are natural fits to convolution as
input and output. In this paper, we propose a dynamically ex-
pandable architecture with novel convolutional adaption on
previously learnt transformer weights to obtain new weights
for new tasks. In addition to this, we employ a learnable
skip-gating which learns to convexly combine the old and the
convoluted weights. This helps significantly in maintaining
the stability-plasticity tradeoff by balancing between how
much to retain and how much to forget. The resulting pro-
posed approach — Continual Transformer with Convolutions
(ConTracCon) (ref. Fig. 1) — not only leverages a vision
transformer’s learning capability but also does it with sig-
nificantly low memory overhead per task as is shown in our
experiments.

Specifically, for each new task, we reweigh the key, query,
and value weights of the previously learned transformer by
convolving them with small filters. Transformers are known
for their ability to capture long-range dependencies between
patches. Convolution, on the other hand, exploits a local
neighborhood only. Such local dependency not only restricts
large changes in the weights for the new task from the old
tasks, but also allows us to achieve this with very little in-
crease in the model size. As the convolution weights are
separate for different tasks, during inference, this will require
the information of which task an image belongs to. However,
in class incremental continual learning, images may come
arbitrarily without associated task information. To tackle
the challenging scenario, we propose a novel entropy-based
criterion to infer the task before calling for the corresponding
task-specific convolution weights In particular, our proposed
approach creates multiple augmented views of a test im-
age and evaluates the agreement of their predictions among
different task-specific models. The task-id of the image is
determined by identifying the task giving the lowest entropy
value of the average predictions from the various augmented
views. The task-specific model with the most consistent and
confident predictions across different augmentations corre-
sponds to the correct task for the image.

Extensive experiments on four benchmark datasets, con-
sidering both the availability and unavailability of task-ids
at test time, demonstrate the superiority of our proposed
method over several state-of-the-art methods including the
extension of popular approaches on CNNss to transformers.
Despite being exemplar-free, our approach outperforms state-
of-the-art exemplar-based continual learning approaches that
use transformers as backbone architectures (Dytox [16] and
LVT [52]) with an average improvement of 5%. Moreover,
our approach accomplishes this with only about ~ 60% pa-
rameters used by above models. We also perform ablation

studies highlighting the contribution of each component in

our approach. To summarize, our key contributions include:

* We propose ConTraCon, a dynamic architecture for CL
on transformers. We use convolution on the Multi-head
self-attention (MHSA) layers to learn new tasks thereby
achieving better performance with significantly low mem-
ory overhead. We also apply a temporal skip-gating func-
tion to tradeoff between stability and plasticity.

* Qur entropy based approach adds the flexibility of not
having to know the task information during inference.

* We performed extensive experimentation and ablation of
the proposed approach thereby validating the superiority
of our model and helping to disentangle the significance
of different components.

2. Related Work

Continual Learning: CL approaches can be broadly clas-
sified into — 1) Exemplar-replay methods, 2) regulariza-
tion methods and 3) dynamic architecture methods. To
avoid forgetting when learning a new task, replay ap-
proaches repeat past task samples that are kept in raw for-
mat [2,4,6,7,9, 16, 25,40, 52] or generated with a gener-
ative model [45]. Usually, replay-based approaches have a
fixed memory which stores samples. Regularization-based
approaches, on the other hand, prevent catastrophic forget-
ting by encouraging important parameters to lie in close
vicinity of previous solutions with the introduction of penalty
terms to the loss function [26, 31, 59] or constraining the
direction of parameter update [18, 43]. However, the regu-
larization prevents the model from performing well for long
task sequences. Dynamic Architecture methods [51, 57, 58]
grow the model dynamically with the arrival of new tasks.
Although these approaches can learn long sequences of tasks,
these can suffer from the huge memory and compute over-
head if not managed properly.

Transformers: Transformers [50] introduced multi-head
self-attention (MHSA) in the form of encoder-decoder archi-
tecture for machine translation and have since become the
state-of-the-art in many NLP tasks [3, 5, 10, 13, 14]. In com-
puter vision, the pioneering Vision Transformer (ViT) [15]
directly applied a transformer encoder to image classification
with image patches as input. There have been multiple works
since then, including DeiT [47], ConVit [1 1] CCT [22] etc.
with architecture and training procedures modifications.
Continual Learning in Vision Transformers: Despite the
success of vision transformers, continual learning with vi-
sion transformers has received very little attention. Recently
Dytox [16] proposed to learn new tasks through the expan-
sion of special tokens known as task tokens. Another recent
approach, LVT [52], proposed an inter-task attention mecha-
nism that absorbs the previous tasks’ information and slows
down the drift of information between previous and current
tasks. Both Dytox and LVT require extra memory for stor-
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Figure 2: Tlustration of the proposed ConTraCon model. Left part contains the pictorial representation of the CCT model. Right part
represents the Convolution and skip-gating operation used to adapt a pre-trained CCT model to new tasks. To learn a new task, the existing

set of projection weights (highlighted in

) are modified by means of adaptable task-specific convolution filters (highlighted in ) and

learnable skip-gate (denoted by ®), resulting in a fresh collection of projection weights (highlighted in blue). This eliminates the necessity
of developing a new set of projection weights for each new task, and considerably decreases the number of task-specific parameters.

ing training instances from previous tasks. Another recent
method, MEAT [56] uses learnable masks to help isolate pre-
vious tasks’ parameters that are important for learning new
tasks. However, as the architecture is not expandable, the
number of tasks the model can learn is limited. Additionally,
task-ids are required during inference. A few recent ap-
proaches learn soft prompts on new tasks rather than directly
modifying the vision encoder which is pre-trained on large
amounts of training data. L2P [54] and DualPrompt [53]
learn a query mechanism to select task relevant prompts
from a pool of prompts structured in a key-value scheme.
One drawback of these approaches is they require large pre-
training on huge datasets and may fail if the pre-training data
is not representative of the later tasks in hand.

Different from the contemporary works, ConTraCon
uses convolution in an intelligent way on the weights that
does not require a rehearsal memory for storing samples. In
addition, our proposed approach is flexible enough to operate
without the knowledge of task-ids by comparing the entropy
of average predictions of several augmented views. It does
not depend on large pre-training and can gracefully handle
continual learning scenarios with largely varying tasks.

3. Method

In this section, we first describe our problem setting, and
then describe the proposed ConTraCon model.

3.1. Problem Setting

Considering T' tasks arriving sequentially, the goal is
to obtain a model which is capable of learning new tasks
without forgetting the previous ones. Specifically, for a task
t € {1,2,...,T} the model is exposed to training samples
{xt,y!}, where zt is the i*" sample of the ¢'" task and y! €
C' is the corresponding label belonging to the set of classes
C' with the set of the class labels being mutually exclusive,
ie.,,CONCT...NCT = ¢. Our approach is flexible to work
in two common CL scenarios, namely (1) Task Incremental
Learning (TIL), and (2) Class Incremental Learning (CIL).
In TIL, task-ids for each input is assumed to be known at
test time. In the more challenging CIL scenario, task-ids are
unknown and need to be inferred [12, 49]. Our approach
is also exemplar-free, i.e., data from previous tasks is not
available for any subsequent use.

3.2. Preliminaries

The vision transformer (ViT) [15] has three major com-
ponents: (1) tokenizer layer, (2) multi-head self-attention
(MHSA) and (3) feed-forward network (FFN). In ViT, an
image is divided into n fixed-size non-overlapping patches.
Each of these patches are embedded into d-dimensional vec-
tors. Formally, the input image ! is tokenized into n patches
29 € R™*?, Positional embeddings are used to add spatial
information in the token sequence. In ViT, a learnable class



embedding is used for the final classification.

A single encoder layer of ViT consists of stacks of MHSA,
layer normalization, and FFN blocks, each with residual
connections. At the [ layer, the input is z; generating
the output z;4; that goes into the next layer as input, [ €
{1,2,--- L} where L is the total number of encoder layers.
Each MHSA block consists of H separate self-attention
heads. At the [** layer, self-attention values from head h €
{1,2,---H}is:

A (Quns Kin, Vin) Softmax(Ql’hKlT’h)V (1)
1Lh(Quhy Kipy Vin) = —F |Vin
Vdy

where Q;,, = ZlWl(j?h, Kip = 2W[ and Vi, = 2W)Y,
are query, key, and value with learnable weights VVl?h, ijl
and Wl‘; € R¥*dr respectively with dj, being the dimension
of key, query and value vectors. A; j, is the attention matrix
obtained as dot product between query and key. The activa-
tions from different attention heads are then concatenated
and passed through a linear projection layer as:

MHSA/(Q,K,V) = Concat(Ai1, Az, ..., ALy)WS ()
The FEN block consists of two linear layers and an activation
function (usually GELU).

3.3. ConTraCon

We now describe the different modules of ConTraCon.
An overview of the approach is illustrated in Fig. 2.

Convolution on Transformer Weights: Self-attention in
transformers plays a significant role in their improved per-
formance. The model learns the relationship between all
image patches. The large effective receptive field of the
self-attention layers of transformers helps them to learn the
visual representations required for vision tasks [39] by ex-
ploiting large amounts of labeled training data. However, in
the presence of only a handful of labeled training data, one
of the requirements for capturing the new knowledge without
overfitting is to employ only a small number of learnable pa-
rameters. We propose task-specific convolution operations to
reweigh the previously learned key, query, and value weights.
The sharable computation offered by the convolutional filters
prevents overfitting and maintains plasticity while learning
new tasks. On the other hand, the local computation offered
by them helps to maintain the required stability by restricting
large changes in the weights. Additionally, convolutional
filters being small, help to keep the memory footprint of the
newly learned models in check as well.

Specifically, on a ViT, with L encoders and H attention
heads per MHSA block, each new task is continually learned
by applying convolution kernels on each of the self-attention

layers of the MHSA blocks in the transformer:

I/Vl?h = C’onv(Fl?h, WlQh)
Wi, = Conu(Ff5, W) (3)
Wlf/,; = Conv(Flf/,l, VVth)

where Conv(.) denotes the convolution operation which
is applied on the weights WlQh, Wlﬁ and Wl‘; with filters

Flfgh, Flﬁ and Fl‘)/h respectively. Note that the filter weights
are learned separately for each task ¢ € {1,2,...,T"}. How-
ever, to avoid clutter, we are not incorporating the task index
above. These cheap operations help the transformers learn a
similar task without forgetting previous tasks and simultane-
ously keep the compute and memory footprint low.
Learnable Skip-Gate: It has been shown in ResCL [30] that
a residual connection combining previous and newly learned
weights could improve continual learning performance. Tak-
ing inspiration, we took a step further and replaced the heuris-
tic combination with a learnable skip connection where the
combined weight is learned directly from data. Specifically,
we apply the skip connections as follows.

ch,gh = Wl?h + o(oun) * I/Vl,Qh “4)

Where oy, € R is a learnable parameter and o(.) is the

sigmoid function. Wl;Qh” is the weight matrix of the query for
layer [ and head h corresponding to the new task. Here also,
we drop the task index ¢ to avoid clutter. A similar operation
is performed on the key and values weight matrices.

3.4. Task Prediction

In the class incremental setup (CIL), the task-id is not
known during inference. Therefore we require a model to
predict the task-id of the input in order to decide which set of
task-specific parameters to use for inference. This prediction
can be difficult, especially when there is no training data
available from previous tasks. One simple approach to pre-
dict the task-id is to pass the test image via all task-specific
parameters and compare the entropy of all the predictions.
The prediction with the lowest entropy i.e., the prediction
with the peakiest confidence can be taken. However, this
method does not work well because the cross-entropy train-
ing objective tends to make neural networks highly confident,
even for out-of-distribution (OOD) samples [20]. We con-
jecture that such confident classifiers will predict different
classes for different augmentations of an OOD data sample,
but their predictions will be consistent for in-distribution
samples and their augmentations. Based on this premise,
the proposed approach calculates the entropy of the average
predictions of a set of augmented views of the input image.
The average entropy reflects the agreement of the predic-
tions for different views of the same image, and thus a highly



confident average prediction i.e., the lowest entropy average
prediction, is used to infer the task identity. Once the task
identity is inferred, the corresponding task-specific model
is invoked on the unaugmented image. This simple trick is
shown to significantly improve task prediction as verified by
ablation studies (see Section 4.6). Furthermore, it does so
without adding much overhead, except for the increase in
batch size due to the augmentations during inference.

3.5. Training

As ViT is extremely data hungry and continual learning
by nature is data scarce, we resorted to the compact version
of ViT proposed by Hassani et al. [22]. In particular, we
used the Compact Convolutional Transformer (CCT) which
uses convolutional blocks in the tokenization step reducing
the number of effective patches which in turn reduces the
number of parameters used later. CCT further reduces the
number of trainable parameters and improves performance
by replacing class tokens with a sequence pooling strategy.
Due to its effectiveness in reducing overfitting in a low data
regime, we start with a CCT and train it from scratch on
the initial task. Afterward, for every new incoming task, we
learn (1) Task-specific convolution filters on the transformer
encoder weights, (2) layernorm layers, (3) the sequence
pooling layer, and (4) the final classification layer.

4. Experiments

We evaluated ConTraCon on several datasets in both
CIL and TIL settings, comparing with many strong state-
of-the-art baseline methods. We also conducted extensive
ablation studies to study the effectiveness of different com-
ponents in our model. Additional experimental analyses and
details can be found in the Appendix.

4.1. Baselines

Following [52], we compare ConTraCon against several
well-established rehearsal-based Continual Learning meth-
ods such as iCARL [40], FDR [4], DER++ [6], ERT [7],
RM [2]. Besides, we also compare our method with var-
ious state-of-the-art methods like Dytox [16], GPM [43],
EFT [51], LvT [52], and PASS [60].

Inspired by the recent success of Class Attention in im-
age Transformers (CAiT) [48], Dytox [16] proposed task
attention-based Dynamic Token Expansion for continual
classification using transformers. LvT [52] proposes a con-
tinual learning mechanism for vision transformers that uti-
lizes an inter-task attention mechanism to consolidate knowl-
edge from previous tasks and avoid catastrophic forgetting.
Both Dytox [16] and LvT [52] include a small memory
buffer to store training instances of previous tasks. Follow-
ing [52], we report the performance of all the rehearsal-
based approaches with memory buffer sizes of 200 and 500.
GPM [43] is a regularization-based approach for TIL and

so we report only the TIL values for GPM. EFT [51] used
task-specific feature-map transformation to convolutional
architectures. Specifically, group-wise and point-wise con-
volutions were used. For a fair comparison with a similar
number of parameters, we ran experiments on EFT by setting
the groupsize of the group-wise convolution to the minimum
(i.e., 0) and point-wise convolution depth to 8. PASS [60]
performs continual classification by learning per-class pro-
totypes rather than storing exemplars for replay. Different
augmented versions of these stored prototypes are replayed.

4.2. Datasets, Setup & Metrics

We evaluate the continual learning models on four bench-
mark datasets as follows. (1) CIFAR-100 [27] is composed
of 60K images of size 32 x 32 belonging to 100 classes
with 600 images per class (500 training images and the rest
100 testing images). Following [52] we divided CIFAR-100
into 5 tasks, 10 tasks and 20 tasks. (2) TinyImageNet-
200/10 [28] is a subset of the ImageNet dataset contain-
ing 100K images of size 64 x 64 distributed among 200
classes. Each class has 500 training, 50 validation and 50
test images. In TinylmageNet-200/10, the 200 classes are
divided into 10 sequential tasks containing 20 classes each.
(3) ImageNet-100/10 [40] contains 100 randomly chosen
classes from ImageNet [42] having an average resolution of
469 x 387. It contains around 120K images for training and
5K for validation. The 100 classes are divided into 10 tasks
consisting of 10 classes each. (4) 5-Datasets [17] is com-
posed of CIFAR-10 [27], MNIST [29], SVHN [36], Fashion
MNIST [55] and notMNIST. Classification of each of these
datasets is considered as a task. Additional statistics about
the datasets are summarized in Table 1.

Performance metrics: Following [52], for Class Incre-
mental Learning (CIL), we report top-1 accuracy over all
classes of all tasks after training on the last task is completed.

For Task Dataset Size Train| Test | Class
Incremental  CIFAR-100 32x32 | 50K | 10K | 100
Leaming TinyImageNet-200 | 64x64 | 100K | 10K | 200

ImageNet-100 224x224| 130K | 5K 100
(TIL),  we T CIFAR-10 32x32 | 50K | 10K | 10
report the § MNIST 32x32 | 60K | 10K | 10
average ac- £| SVNH 32x32 | 73K | 26K | 10
curacy over a FashionMNIST | 32x32 | 60K | 10K | 10
notMNIST 32x32 | 60K | 10K | 10

all the tasks
after training Table 1: Statistics of the benchmark datasets.
on the last task. The average accuracy after training on the
T*" task is defined by A7 = + Zthl ar,; where ar ¢ is the
accuracy on the test set of tasks ¢ when the model completed
learning task 7'.

4.3. Implementation Details

We used CCT [22] as our backbone architecture. For
CIFAR-100, ImageNet-100 and TinyImageNet-200, we used
6 transformer encoder layers with 4 attention heads for each.



5 Tasks 10 Tasks 20 Tasks
Memory Buffer =~ Model Approach Backbone # Params T, CiL T CiL T CiL
iCARL [40] 55.70 30.12 60.81 22.38 62.17 12.62
FDR [4] 63.75 22.84 65.88 14.84 59.13 6.70
DER++ [6] ResNet 18 11.2M 62.55 27.46 59.54 21.76 61.98 15.16
200 ERT [7] Rehearsal 54.75 21.61 58.49 12.91 62.90 10.14
RM [2] 62.05 32.23 66.28 22.71 68.21 15.15
LVT [52] Transformer 89M 66.92 39.68 72.80 3541 73.41 20.63
Dytox [16] 107 M 75.17 40.97 84.84 32.08 85.24 15.96
iCARL [40] 64.4 35.95 71.02 30.25 72.26 20.05
FDR [4] 69.11 29.99 74.22 22.81 73.22 13.10
DER++ [6] ResNet 18 11.2M 70.74 38.39 73.31 36.15 70.55 21.65
500 ERT [7] Rehearsal 62.85 28.82 68.26 23.00 73.50 18.42
RM [2] 69.27 39.47 73.51 32.52 75.06 23.09
LVT [52] Transformer 89M 71.54 4473 76.78 43.51 78.15 26.75
Dytox [16] ) 10.7M 76.1 57.66 88.72 47.34 87.23 29.89
EFT [51] Dynamic Arch ResNet 18 4.9 M (32k) 79.04 49.68 83.14 40.42 76.75 19.15
PASS [60] Regulaization ResNet 18 11.2M 70.11 47.31 71.28 35.24 71.14 23.15
- GPM [43] Regularization AlexNet 6.7M 65.90 - 72.54 - 77.59 -
ConTraCon Dynamic Arch Transformer 3.1 M (26k) 79.37 48.46 85.69 41.26 88.94 30.07

Table 2: Classification accuracy on CIFAR-100 dataset. All methods except EFT, PASS, GPM and ConTraCon use a memory
buffer of 200 or 500 exemplars. Accuracies in both Task Incremental Learning and Class Incremental Learning setup are
reported under the columns TIL and CIL respectively. The best results are in bold. #Params denote the initial number of
parameters in the model (in millions). For dynamic architecture based approaches the extra number of trainable parameters
required per task is mentioned inside the parenthesis. Even with 500 exemplars, Dytox can outperform exemplar-free
ConTraCon only on CIFAR-100/10. GPM could not be run in CIL setup and hence its accuracy is not reported.

For 5-Datasets we used 7 transformer encoder layers with
4 attention heads per layer. The encoder layers have an
embedding dimension of 256. We used sinusoidal positional
embeddings. For CIFAR-100 and 5-Datasets, we configured
the tokenizer to a single convolution layer with kernel size
3. For TinyImageNet-200/10, the tokenizer consisted of
2 convolution layers with kernel size 5 and for ImageNet-
100/10 the tokenizer had 3 convolution layers with kernel
size 3. A stride of 2 and padding of 3 were used for all
datasets. Following CCT [22], we set both attention and
depth dropout probability to 0.1. Each task was trained for
500 epochs using AdamW [35] optimizer. We employed
cosine annealing learning rate scheduler with initial learning
rate of 8¢~% and warm restarts [34]. For the convolution
operation on the transformer weights, we set kernel size (k)
as 15, which is obtained by validating on a small subset
of the data. Convolution is performed on the transformer
weights learnt after the initial task i.e., W,%,, W/, and W%,
in Eqn. 3 comes from the first task. For task prediction, using
10 augmentations and 3 = 0.6 gives the best result.

4.4. Results and Analyses

Tables 2, 3 and 4 compare ConTraCon with baselines
working on both CNN and transformers, over the aforemen-
tioned four datasets. The results show the performance of
our approach in both CIL and TIL setups. Table 2 shows
the results on the CIFAR-100 dataset split into 5 tasks,
10 tasks, and 20 tasks following the standards commonly
adopted in the community. The 5-tasks split contains fewer
tasks but more classes per task. The 20-tasks split is more

challenging, where performance of most models suffer a
drastic drop compared to setups consisting of fewer tasks.
ConTraCon significantly outperforms existing approaches
over longer sequences of tasks. In task incremental set-
ting (TIL), ConTraCon performs the best across all the
splits using the lowest amount of parameters. As rehearsal
and regularization based approaches do not expand their
architectures with new tasks, we provide the number of ini-
tial parameters learned for dynamic architecture expansion
based approaches including ours, for fair comparison (ref
# Params column). We also provide the number of addi-
tional parameters per task for the dynamic expansion based
approaches including ours.

For the challenging CIL setup, ConTraCon does the
best in the most challenging 20-Tasks scenario. For 10-
Tasks, ConTraCon is the best among the dynamic architec-
ture based approaches and better than most rehearsal based
approaches. An advantage of our approach is that it does
not need an extra memory buffer to store previous examples
while remaining the most parameter efficient.

Table 3 shows the performance on Imagenet-100/10 and
TinyImagenet-100/10. The format dataset-X/Y implies that
the dataset contains a total of X classes divided into Y tasks
uniformly. ConTraCon significantly beats all the com-
peting approaches while remaining parameter efficient and
without using replay memory. Table 4 shows the perfor-
mance on the challenging 5-Datasets. While requiring more
parameters compared to GPM, ConTraCon significantly
outperforms it in the TIL setup. ConTraCon can equally
handle CIL setup which GPM can not. In the challenging



ImageNet-100/10 TinyImageNet-200/10

Memory Buffer Model Approach Backbone # Params TiL CIL. TIL CIL.
iCARL [40] 33.75 12.59 28.41 8.64
FDR [4] 37.80 10.08 40.15 8.77
DER++ [6] ResNet 18 112M 31.96 11.92 40.97 11.16
200 ERT [7] 36.94 13.51 39.54 10.85
RM [2] Rehearsal 35.18 16.76 41.96 13.58
LVT [52] Transformer 9.0M 41.78 19.46 46.15 17.34
Dytox [16] 10.7M 70.12 41.76 61.71 19.14
iCARL [40] 36.89 16.44 35.89 10.69
FDR [4] 42.60 11.78 4991 10.58
DER++ [6] ResNet 18 11.2M 35.46 14.52 51.90 19.33
500 ERT [7] Rehearsal 41.56 20.42 50.87 12.13
RM [2] 38.66 14.56 52.08 18.96
LVT [52] Transformer 9.0 M 47.84 26.32 57.93 23.97
Dytox [16] 10.7M 73.64 40.94 64.29 26.39
EFT [51] Dynamic Arch ResNet 18 4.9 M (32k) 72.18 32.98 60.00 24.08
PASS [60] Regularization ResNet 18 112M 39.9 34.52 439 22.76
B GPM [43] Regularization AlexNet 6.7M 40.65 - 45.48 -
ConTraCon Dynamic Arch Transformer 3.6 M (28k) 76.78 42.2 62.76 27.46

Table 3: Classification accuracy on ImageNet-100/10, TinylmageNet-200/10. All methods except EFT, PASS, GPM and
ConTraCon use a memory buffer of 200 or 500 exemplars. The number of extra parameters required per task is mentioned in
brackets for dynamic architecture based approaches. ConTraCon outperforms all the baselines with memory buffers 200 and
500. For ConTraCon the number of parameters for ImageNet-100/10 and TinylmageNet/10 are different. We mentioned the
greater of the two in the table. GPM could not be run in CIL setup and hence its accuracy is not reported.

5-Datasets
Model Approach Backbone # Params T It
Dytox [16](500) Rehearsal Transformer 10.7 M 77.12 67.13
Dytox [16](200) Rehearsal Transformer 10.7 M 75.81 65.04
EFT [51] Dynamic Arch ResNet 18 4.9 M (32k) 94.75 52.04
GPM [43] Regularization ResNetl8 1.2M 90.60 —
ConTraCon Dynamic Arch Transformer 3.9 M (28k) 95.10 65.21

Table 4: Classification accuracy on 5-Datasets. Mentioned
within parentheses are the number of additional parameters
required to learn each new task for dynamic architecture
based approaches like EFT and ConTraCon. The memory
buffer sizes for Dytox are mentioned inside the parenthesis.

CIL setup, DyTox is better but at the cost of using almost 2.5
times the number of parameters as used in ConTraCon, and
using 500 exemplars (while ConTraCon is exemplar-free).

4.5. Model Introspection

In this section, we analyze and explain the significance of
various components of our approach. For this purpose, we
use the CIFAR-100/10 dataset unless otherwise mentioned.
Upper and Lower Bounds: We trained separate CCT back-
bones for each task assuming no limitations on the total
number of learnable parameters. The average accuracy was
found to be 89.3% which serves as the performance upper-
bound having 100% increase in parameters for each new
task. On the other extreme, we fine-tuned an initial CCT
backbone with every new task giving 0 parameter increase
per task but suffering from catastrophic forgetting the most.
The average accuracy (calculated after training the last task)
obtained is only 17.1%. ConTraCon achieves 85.7% aver-

age classification accuracy in TIL setup, a mere ~ 4% drop
in comparison to the upper bound while using only 0.7% of
the parameters required per task by the upper bound.
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Figure 4: When models are learning CIFAR-100/10 tasks
in CIL setup (with 200 buffer size for exampler-replay ap-
proaches): blue bars — the total number of parameters re-
quired (left y axis), bars — the average classification
accuracy (right y axis). GPM could not be run in CIL setup
and hence its accuracy is not reported. ConTraCon uses
significantly less parameters, yet achieves higher accuracy.

Memory Overhead: Fig. 4 shows the number of trainable
parameters required in CIFAR-100/10 dataset. As can be
seen, ConTraCon has the least number of trainable param-
eters. For each novel task, we have separate convolution
kernels, layernorm, sequence pool, and classification layers.
These are cheap to store as they consist of very few parame-
ters. ConTraCon incurs a total parameter increase of ~ 7%
for learning all the tasks in CIFAR-100/10.

Computational Overhead: ConTraCon uses 50% less
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Figure 3: Ablation studies on ConTraCon over CIFAR-100/10 dataset: (a) Average classification accuracy using different
convolutional kernel sizes. (b) Effect of the presence of local filters — interestingly, the presence of task adaptable convolution
filters in the tokenizer layer lowers the performance. (c) Effect of augmentation in the inference. Reported is the average
top-1 accuracy in the CIL setup calculated after training all the tasks. ConTraCon’s performance drops significantly when
inference is done without augmentation. (d) Inference time vs number of augmentations for one batch of 64 images.

total FLOPs during training compared to DyTox. This is be-
cause Dytox uses additional distillation operation requiring
the inputs to be passed through the transformer twice, while
ConTraCon uses cheap convolution operation on trans-
former weights. For predicting the task during inference,
we compute the entropy of average predictions of a number
of augmentations of the input image. While augmentation-
based inference can principally incur more computation,
due to highly parallel frameworks, the overhead is less and
scales linearly with number of augmentations. We ran a
small experiment on CIFAR-100 with batch-size 64 with
augmentations ranging from 5 to 30 in steps of 5 (Fig. 3(d)).
Going from no augmentation to 10, inference time changes
from 0.14s to 0.2s i.e., an overhead of only 94ms per image.
With the performance gain (Fig. 3(c)), our augmentation
based strategy is lightweight for all practical purposes.

4.6. Ablation Study

We take a closer look at our method with ablation studies
on the CIFAR-100/10 dataset as described below.
Effect of Convolution Kernel size: We varied the kernel
size from 3 to 23 (in steps of 2) and noted the average perfor-
mance. Fig. 3(a) shows that the performance increases with
an increase in the kernel size until the best tradeoff is reached
roughly at a kernel size of 15. A further increase of the ker-
nel size merely improves the performance by 0.2% (85.7%
vis-a-vis 85.9%) but at the cost of a parameter increase of
47k per task compared to 26k with kernel size 15.
Effect of task adaptable convolutions in Tokenizer Layer:
We wanted to see the effect of task adaptable convolution
on the tokenizer layer. To this end, we divided the total
number of filters in the tokenizer into global filters and local
filters. The global filters are frozen after they are trained
once while the local filters are trained specific to each task.
the ratio of the number of global filters to total filters is
termed as the split-ratio. A high split-ratio implies less task-
specific filters whereas a low split-ratio indicates a higher
number of task-specific filters and thus a higher number
of task-specific parameters. A lower split ratio may adapt
better to newer tasks as more parameters are dedicated to

task specific learning. However as seen in Fig. 3(b), this
is not the case. We conjecture that higher number of task
adaptable parameters at the stem of the network can destroy
the already learnt knowledge which may be crucial at the
tokenizer layer of the CCT backbone. As, highest split ratio
(all global filters) gives the highest accuracy, we conducted
all the experiments with the highest split ratio.

Effect of Augmentation: To better understand the impor-
tance of input image augmentation in task prediction, we
performed a comparative analysis. As shown in Fig. 3(c), a
significant drop in CIL performance can be witnessed when
the task prediction is done without augmentation. This is
because models trained with softmax cross-entropy loss are
over-confident in their prediction [20], even if the instance
does not belong to the task it is trained for. So we used
average predictions of the augmentations for task prediction.
Effect of Skip-Gating: In order to guaze the effect of skip-
gating we ran three experiments — one without any skip
connection (o(«) = 0), one with a learnable skip gating
and one with skip connection but no gating (o (o)) = 1). We
found the one without the skip connection got an average
accuracy of 83.5%, the one with a skip connection but with-
out gating had an average performance of 84.7% whereas
the one with learnable skip-gating got an accuracy of 85.7%
showing the importance of skip-gating for ConTraCon.

5. Conclusion

We propose Continual Transformer with Convolutions
(ConTraCon), an approach that is capable of learning in-
coming tasks efficiently (through low-cost operations), al-
lowing the model to expand its knowledge without blowing
up its size and computation, and without having to store
data samples for rehearsal. We validate the superiority of
ConTraCon through extensive experimentation. We also
perform thorough ablation studies highlighting the signifi-
cance of various components of our approach. To our knowl-
edge, this is one of the early works on making transformers
adaptable to continual learning, and we hope our demonstra-
tion of performance and scalability will drive further research
in making transformers adaptable to continual learning.
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Appendix

This appendix contains the following.

» Appendix A Upper Bounds on classification accuracies on
various datasets.

* Appendix B: Classification Accuracies on 5-Datasets over
more baselines.

* Appendix C Classification Accuracies of ConTraCon
with different task orders.

* Appendix D: Augmentations used for task prediction

A. Upper Bounds on Classification Accuracies

To better understand the performance of ConTraCon,
we calculate the upper bounds, i.e., the maximum achievable
performance by the backbone architecture. Specifically, we
train each task on a separate backbone architecture, thereby
having a per-task parameter increase of 100%. Using this
setup, we calculate the upper-bounds for all the datasets and
task-splits. Table 5 shows a comparative study of the perfor-
mance variation between the upper-bound and ConTraCon.
On average, we observe that ConTraCon’s performance
is ~ 1 — 4% below the corresponding upper-bounds while
requiring only 0.7% of the number of parameters required
per task for the upper-bound performances.

B. Results on 5-Datasets

First proposed by Ebrahimi et al. [
posed of CIFAR-10 [27], MNIST [

], 5-Datasets is com-
], SVHN [36], Fashion

Upper Bound ConTraCon

Dataset TIL #Params TIL # Params
CIFAR-100/5 85 3.1 M 79.37 26k
CIFAR-100/10 8930 3.1 M 85.96 26k
CIFAR-100/20 93.16 3.1M 88.94 26k
ImageNet-100/10 80.67 3.6M 76.78 28k
TinyIlmageNet-200/10 70.66 3.6 M 62.76 28k
5-Datasets 9642 39M 95.10 28k

Table 5: Performance comparison of ConTraCon with the
upper-bound calculated by training the backbone for each
task. TIL values denote the average classification accuracy
in the Task Incremental Learning setup. # Params denotes
the number of parameters required to learn each task.

MNIST [55] and notMNIST where classification on each
of these datasets is a task. The variation / diversity in the
dataset for each of the tasks in 5-Dataset sets it apart from the
other benchmark datasets used in this paper. As the dataset
is very recently proposed, some of the competitive contin-
ual learning approaches did not have chance to validate on
this dataset. Hence, we ran a few recent approaches on this
dataset and compared with ConTraCon. Specifically, we
ran DER++ [6] and FDR [4] on this very challenging dataset.

Table 6 shows the results on this dataset. While FDR [4]
and DER++ [6] use ResNet18 as the backbone, GPM and
EFT uses a variation of it to reduce the number of learn-
able parameters with an eye to avoid possible overfitting. It
can be noted that ConTraCon significantly beats FDR and
DER++ on this challenging and diverse continual learning
dataset with almost 15% gain over the best of the two in
(Task Incremental Learning) TIL and around 20% better in
the (Class Incremental Learning) CIL setting. Additionally
ConTraCon uses much less parameters (almost 33% less)
compared to both FDR and DER++ showing the capability
of our proposed task adaptable convolution to handle diverse
tasks for continual learning in TIL as well as CIL settings.

5-Datasets
Model Approach Backbone # Params L |
FDR [4] Rehearsal  ResNetl8 11.2M 72.45 38.21
DER++[6] Rehearsal ResNetl8 11.2M 80.45 45.03
EFT [51] Dyn Arch  ResNetl8 49M(32k) 94.75 52.04
GPM [43]  Reg ResNetl8 12M 90.60 -
Dytox [16]  Rehearsal  Transformer 10.7 M 77.12  67.13

ConTraCon Dyn Arch  Transformer 3.9M (28k)  95.10 65.21

Table 6: Classification accuracy on 5-Datasets. Addi-
tional parameters per task for dynamic architecture-based
approaches are mentioned inside brackets.. EFT and GPM
use a reduced version of the resnetl8 architecture as their
backbone. The rehearsal based approaches use a buffer of
size 500.
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Figure 5: Augmentations used for Task-id prediction (a) increased contrast (b) translation along x axis (c) Translation along
y-axis (d) increased sharpness (e) Equalized image (f) Inverted image (g) posterized image (h) increased brightness (i) increased
brightness (j) increased sharpness.

C. Results with Different Task Orders

ConTraCon uses convolution-based task adaptation
over the original backbone (CCT [22]), pre-trained on the
first task. To show the robustness of our approach on the
choice of the initial task, we chose to experiment with differ-
ent initial tasks out of the tasks available for CIFAR-100/10.

For this purpose, we perform two variations of the ex-
periments shown in Table 2 — (1) Train ConTraCon with
reversed task order as followed in Table 2 so that the initial
task there becomes the final task here and vice-versa, and
(2) Train ConTraCon with a random task-order.

We observe that, with task-order reversed, the model
achieves an average classification accuracy of 84.83% in
the TIL setup while the same accuracy for the original task-
order followed in Table 2 of the main paper is 85.69%. With
random task-order, ConTraCon achieves an average classi-
fication accuracy of 83.82%. Note that, even with different
task-orders, ConTraCon’s performance is always better
than that of the state-of-the-art approaches.

D. Augmentations Used

Entropy-based task prediction performs poorly due to
cross-entropy training loss func-
tion. This results in high confi-
dence (i.e., low entropy) predic-
tions even for out-of-distribution
inputs [20]. Hence, to overcome
this, we calculate the entropy of
the average predictions of differ-
ent augmentations of the input im-
age (as discussed in Section 3.4 of the main paper).

Specifically, for an input image during test time (shown
in Fig. 6), we augment the test image in 10 different ways.
After that we pass these through various task specific models

Figure 6: Original image
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and calculate the entropy of each of the predicted probability
distributions to ultimately get the task ids. In this appendix,
we provide the details of the augmentations we used for this
purpose. The augmented versions of the image in Fig. 6 are
shown in Fig. 5a-Fig. 5;j.



