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Abstract

Previous object detectors make predictions based on
dense grid points or numerous preset anchors. Most of
these detectors are trained with one-to-many label assign-
ment strategies. On the contrary, recent query-based ob-
ject detectors are based a sparse set of learnable queries
refined by a series of decoder layers. The one-to-one la-
bel assignment is independently applied on each layer for
deep supervision during training. Despite the great success
of query-based object detection, however, this vanilla one-
to-one label assignment strategy requires the detectors to
have strong fine-grained discrimination and modeling ca-
pacity. In this paper, we propose a new query-based object
detector with cross-stage interaction, coined as StageInter-
actor. During the forward pass, we come up with an effi-
cient way to improve this modeling ability by reusing dy-
namic operators with lightweight adapters. As for the label
assignment, a cross-stage label assigner is designed to im-
prove the one-to-one label assignment. With this assigner,
the training target class labels are gathered across stages
and then reallocated to proper predictions at each decoder
layer. On MS COCO benchmark, our model improves the
baseline counterpart by 2.2 AP, and achieves a 44.8 AP
with ResNet-50 as backbone, 100 queries and 12 training
epochs. With longer training time and 300 queries, StageIn-
teractor achieves 51.3 AP and 52.7 AP with ResNeXt-101-
DCN and Swin-S, respectively. The code and models are
made available at https://github.com/MCG-NJU/
StageInteractor.

1. Introduction

Object detection is a fundamental task in computer
vision and acts as a cornerstone for many downstream
tasks [50, 10]. It aims to localize and categorize all ob-
ject instances in an image. Over the past few decades,
dense spatial prior has been widely applied in various de-
tectors. These detectors make predictions based on either
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Figure 1: Convergence curves of our model and other
query-based object detectors [4, 71, 48, 17] with ResNet-
50 [23] on MS COCO [33] minival set.

a large quantity of pre-defined anchors covering the whole
image [20, 43, 3, 35, 32, 42] or dense grid points in the fea-
ture map of this image [28, 15, 68, 51, 41, 60]. To deliver
supervision signals to these detectors, most works employ
the one-to-many label assignment strategy [65, 69, 27, 19,
18, 62] (i.e., the classification label and localization target of
one ground-truth object could be assigned to multiple object
predictions). Although this paradigm is widely used in ob-
ject detection, it suffers from redundant and near-duplicate
predictions due to such label assignment [47], and thus re-
lies heavily on specific post-processing algorithms for du-
plicate removal [2, 25, 24].

Recently, DETR [4] and its variants [71, 48, 17, 8, 34, 16,
39, 9] open a new area of object detection. These query-
based object detectors get rid of the dense prior and view
object detection as a set prediction problem. Specifically,
they use a sparse set of queries (i.e., learnable embeddings)
to progressively capture the characteristics and location of
objects with the help of a series of decoder layers. In each
layer, image features are sampled and fused into the in-
put queries via attention-like operation [54, 71] or dynamic
mixing [48, 17]. Then, the transformed queries are decoded
into object predictions and also serve as the inputs of next
layer. As for the training of this paradigm, a kind of one-to-
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Figure 2: The results of label assignment at various stages.
The green box denotes the ground-truth object Person.
The red and white boxes denote object prediction derived
from two different queries. Pos and Neg denote the posi-
tive sample and the negative sample, respectively. (a) The
white box is assigned with the ground-truth object Person
by bipartite matching at the first stage, while the red box is
not. But the opposite is true for the sixth stage. (b) With our
cross-stage label assigner, the red box in the first stage can
be assigned with the ground-truth Person.

one label assignment (i.e., each ground-truth object has to
be assigned with only one prediction), termed as bipartite
matching, is independently adopted on each decoder layer
for deep supervision [64, 1, 29]. For inference, only the
high-confidence outputs from the last layer are taken for
evaluation.

However, this one-to-one label assignment requires the
detectors to have strong fine-grained discrimination and
modeling capacity. On one hand, this strict bipartite match-
ing would ask the detector to capture details to distinguish
the predictions. For example, as shown in Fig. 2a, although
the predicted boxes of a query (colored in red) cover most
of the ground-truth object (Person) at each decoder layer,
this object is assigned to the boxes of different queries at dif-
ferent stages (Stage1, white box; Stage6, red box). In
other words, only one of the predicted boxes (red or white)
can become the positive sample at each stage. To distin-
guish these boxes, the detector needs strong fine-grained
discriminability to extract high-quality features from the
image. Unfortunately, this goal is hard to be fully accom-
plished. As a result, we are motivated to directly modify
the supervision of each decoder layer, i.e., introducing ad-
ditional supervision from other stages to assist the training
of this layer, shown in Fig. 2b. In addition, the large mod-
eling capacity is vital to the fine-grained discrimination. To
efficiently improve this modeling ability, we resort to adding
lightweight modules and reusing heavy dynamic operators
in decoder layers.

Based on the above analysis, in this paper, we present a
new paradigm, i.e., query-based object detector with cross-
stage interaction, coined as StageInteractor. This interac-

tion of our method lies in two aspects: cross-stage label as-
signment and cross-stage dynamic filter reuse. Specifically,
during the label assignment, a cross-stage label assigner is
applied subsequent to the vanilla bipartite matching in each
decoder layer. This assigner collects the results of bipar-
tite matching across stages, and then reallocate proper train-
ing target labels for each object prediction according to the
query index and a score. As for the forward pass, in each
decoder layer, we reuse the heavy dynamic operators in pre-
ceding stages and add lightweight modules to increase the
modeling capacity at a relatively low cost.

Experiments show that our model with ResNet-50 [23]
as backbone can achieve 44.8 AP on MS COCO validation
set under the simple setting of 100 queries, with 27.5 APs,
48.0 APm and 61.3 APl on small, medium and large ob-
ject detection, respectively. Equipped with 3× training
time, 300 queries and more data augmentation in line with
other query-based detectors, our model can achieve 49.9
AP, 51.3 AP, and 52.7 AP with ResNet-101, ResNeXt-101-
DCN [58, 70], and Swin-S [36] as backbones, under the
setting of single scale and single model testing. Our model
significantly outperforms the previous methods, as shown
in Fig. 1, and it has become a new state-of-the-art query-
based object detector.

2. Related Work
DETR [4] is an end-to-end query-based object detector

without hand-crafted designs such as preset anchors and
non-maximum suppression (NMS), but it suffers from many
problems, such as slow training convergence and unstable
label assignment. To handle these challenges, a large quan-
tity of works have been proposed. In this part, we divide
these methods into two categories: modification of archi-
tectures and improvement of training procedures.

Architecture. The vanilla DETR took a transformer
encoder-decoder architecture [54] as the detection head,
and used a set of object queries, content vectors, to en-
code the priors of object detection datasets. In De-
formable DETR [71], the attention operator [54] was re-
placed with multi-scale deformable attention module, and
iterative bounding box refinement and a two-stage design
which enables the detector to adaptively generate queries
with a dense prior were also introduced. In Sparse R-
CNN [48], object query is decoupled into a content vector
and an explicit bounding box, and image features are pro-
gressively aggregated into content vectors by ROIAlign [22]
with these boxes and dynamic convolution. Moreover,
Sparse R-CNN is only a decoder architecture without any
transformer encoder. There were also many works like
Conditional DETR [38], DAB-DETR [34], SMCA [16]
and REGO [9] studying how to introduce spatial priors for
proper features to accelerate convergence. Adamixer [17]
improved Sparse R-CNN via deformable operators and spa-
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Figure 3: Overview. The cross-stage interaction incorporates two parts: cross-stage label assignment and cross-stage dy-
namic filter reuse. During the forward propagation, dynamic filters in each stage of decode layer are reused in the subsequent
stages, i.e., we stack them with specific lightweight adapters to increase the depth of each decoder layer. As for the label
assignment, our cross-stage label assigner gathers the results of bipartite matching across stages, and then selects proper
target labels as supervision.

tial dynamic convolution to increase the adaptability. There
were also works like DDQ [66] which combines the dense
and sparse queries to guarantee high recall. In this paper,
we improve query-based object detector from a new per-
spective of the scalability [67, 46, 55] of the decoder, i.e.,
we reuse dynamic operators among decoder layers to cap-
ture more diverse and complex representations.

Training Procedure. In vanilla DETR, a set prediction
loss [4] is adopted for training. Recently, many papers have
analyzed how to accelerate the convergence of DETR via
improved training procedures. To verify whether the insta-
bility of Hungarian loss slow down the convergence, Sun et
al. [49] utilized a matching distillation with a pre-trained
DETR providing label assignment to train another model,
and they found this instability only influenced the conver-
gence in the early few epochs. DN-DETR [30] presented a
denoising training strategy where a set of additional noised
ground-truth objects were passed through the decoder to re-
construct the corresponding raw objects. DINO-DETR [63]
improved DN-DETR via contrastive denoising training for
hard negative samples. Group DETR [6] introduced mul-
tiple groups of object queries for the global one-to-many
label assignment during training, but maintained one-to-
one label assignment in each group, and thus Group DETR
could achieve the ability of duplicate removal with one
group of queries. Hybrid Matching [26] was also proposed
to combine one-to-one and one-to-many label assignment
into one query-based object detector with a large number
of queries, and it had three types of implementations: hy-
brid branch scheme (one-to-many matching for one group
of queries, one-to-one matching for another), hybrid epoch
scheme (one-to-many matching in early epochs, one-to-one
matching in late epochs) and hybrid layer scheme (one-to-
many matching in early layers, one-to-one in late layers).
Different from the previous methods, in this paper, we fo-
cus on the calibration of label assignment without adding
additional queries. We collect training target labels across
stages by a cross-stage label assigner, and then select proper
targets to act as the supervision of each object prediction.

3. Proposed Approach

In this paper, we focus on the cross-stage interaction in
query-based object detectors because it can well mitigate
the misalignment between the decoders and supervisions in
an object detector. We first revisit the state-of-the-art query-
based object detectors, especially AdaMixer [17], and then
elaborate on our proposed cross-stage interaction.

3.1. Preliminary on query-based object detectors

Generally, the architecture of query-based object detec-
tors is composed by four parts: object queries, a backbone,
a series of encoders and decoders. Distinctively, Adamixer
removes the encoders and still maintains the desired perfor-
mance. As shown in Fig. 4, it consists of object queries, a
backbone and a series of decoders.

Object Query. The initial object queries is just a set of
learnable embeddings. Recent object detectors [34, 48, 17]
decompose them into content vectors and positional vec-
tors. The content vector is a vector v ∈ RD. The positional
vector is presented in the format of box coordinates. For
example, in AdaMixer, it contains the information about the
center point, scale and aspect ratio of an individual box.

Decoder Layer. In a query-based detector, the de-
coder layers are stacked multiple times to form a cascade
structure. Each decoder layer is generally composed of
three components: a multi-head self-attention (MHSA),
a dynamic interaction module, and feed-forward net-
works (FFNs). DETR-like models use the multi-head cross-
attention for the dynamic interaction, while AdaMixer
adopts a feature sampler and a dynamic mixing module, as
shown in Fig. 4. The object queries are sequentially passed
through these modules. Specifically, the queries are first
processed by the multi-head self-attention module. Then,
its outputs, the updated content vectors, together with the
positional vectors are fed into the feature sampler. In this
sampler, each query is allocated with a unique group of re-
gional multi-scale image features, i.e., sampled features, by
using the queries and bilinear interpolation. Subsequently,
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Figure 4: Overview of AdaMixer.

the adaptive mixing is performed on the sampled features
with dynamic filters generated from the content vectors. Its
outputs are aggregated into the vectors. Last, by means of
FFNs, the queries updated by these modules can be decoded
into object predictions, i.e., the relative scaling and offsets
to the positional vectors (bounding boxes), and the classifi-
cation score vectors. These updated queries also serve as in-
puts of the next stage. Note that any query has and only has
one corresponding prediction in every decoder layer. Thus,
we simply represent the predictions derived from the same
initial query with one index, i.e., the query index.

Training and testing. In each decoder layer of a query-
based detector, a bipartite matching is directly adopted on
the ground-truth objects and the predictions. After some
predictions match the ground-truth, these predictions are
deemed as positive samples (assigned with foreground clas-
sification labels and supervision for localization) while oth-
ers are the negative (assigned with the background label).
Focal loss [32] serves as the classification loss and GIoU
loss [44] with ℓ1 loss acts as the localization loss. During
inference, only the outputs with high confidence from the
last layer are used for evaluation.

3.2. Cross-stage Label Assignment

To mitigate the training difficulty caused by bipartite
matching in query-based object detectors, we propose a new
cross-stage label assigner to modify the results of the pre-
ceding bipartite matching. As depicted in Fig. 3, our as-
signer first gathers these assignments across the stages (i.e.,
decoder layers), and then selects appropriate training target
class labels for each prediction.

When gathering training targets, the cross-stage label
assigner forces each prediction to only access the tar-
gets of predictions sharing the same query index (defined
in Sec. 3.1) with it. The motivation behind this con-
straint is that the supervision of a single query may vary
across stages, even though its predicted boxes across stages
continuously cover the same ground-truth object, shown
in Fig. 2a. To alleviate this inconsistency for each query, we
leverage its assigned targets provided by bipartite matching
from multiple stages. When introducing targets, we use a

(a) Given a stage i, we enumerate other decoder layers whose
indexes are denoted as j, and select their assigned targets as the
supervision for the stage i according to Eq. (1).

(b) The elements in each candidate set are formed into the final
supervision.

Figure 5: The process of our cross-stage label assignment.

score to determine whether a match between a target and a
prediction is suitable to be shared across stages.

Algorithm. Thanks to Focal loss [32] with binary
cross entropy loss in prevailing query-based object detec-
tors [17, 48, 30, 63], the multi-class classification task can
be viewed as the binary classification on each category, and
there is no need to consider a separate background category
when training. More importantly, our cross-stage label as-
signment can be conducted on each category independently.
The specific algorithm is as follows:

Our cross-stage label assignment is performed between
two stages with one type of condition. First, as shown
in Fig. 5a, given a stage i and its predictions {pi1, ..., piN},
we traverse other stages with indexes in the range [αi, βi].
Taking the stage j as an example, we obtain its predictions
{pj1, ..., p

j
N}. Second, we also create an empty candidate

bag for each prediction of the stage i. We perform bipar-
tite matching between the predictions of the stage j and the
ground-truth objects. Since this matching is an one-to-one



Method AP AP50 AP75

Baseline 43.0 61.5 46.1
Hybrid Layer† 41.8 (-1.2) 60.5 (-1.0) 44.7 (-1.4)
Ours 44.8 (+1.8) 63.0 (+1.5) 48.4 (+2.3)

Table 1: We reproduce (†) the hybrid matching scheme [26],
and compare it with our cross-stage label assigner with 100
queries.

label assignment, each ground-truth object corresponds to a
prediction with a specific query index at the stage j. Third,
we align the predictions from these two stages according to
the query indexes, and thus each ground-truth object also
corresponds to a candidate bag. We then select the train-
ing targets from the stage j as the candidate supervisions
according to the condition:

ϑi

(
q, t

)
≥ ηi, (1)

where ϑi

(
q, t

)
denotes a score between the query q and the

ground-truth object t at the stage i. Here, the object t needs
to be assigned to query q at stage Φj by the bipartite match-
ing. ηi denotes a threshold. In practice, we follow the clas-
sical setting [43], where the IoU as the score and the thresh-
old is set as 0.5. Thus, if the IoU is satisfied, the ground-
truth objects are added to the corresponding candidate bags.
Finally, after traversing all the stages in the range [αi, βi],
we use the updated candidate bags to provide supervision
for the stage i. As shown in Figure 5b, we convert the la-
bels in each candidate bag into one-hot vectors, and then
merge them into one vector. The resulting vector serves as
classification supervision through the binary cross entropy
loss (Focal loss [32] in practice).

Discussion. Although our label assignment seems to
have something in common with existing works like TSP-
RCNN [49] and Hybrid Layer Matching [26], the discrep-
ancy between their design and ours cannot be ignored:
(1) in TSP-RCNN, first, the idea from Faster-R-CNN [43]
is directly borrowed into the set prediction problem (i.e.,
a ground-truth object is only assigned to the proposal that
shares an IoU score greater than 0.5 with it). TSP-RCNN
adopts such strategy for both the classification and local-
ization. Differently, we can apply it only for the classifi-
cation task, shown as Tab. 12. Second, TSP-RCNN adopts
such strategy with dense proposals for both the classifica-
tion and localization. Differently, we apply it with sparse
queries. (2) for Hybrid Layer Matching, ground-truth ob-
jects are simply replicated in the first four stages, and then
a bipartite matching is conducted. Differently, we do not
modify the set of ground-truth objects. We gather results
of the bipartite matching across stages, and then only select
some targets as supervision. Also, we observe that Hybrid
Layer Matching is incompatible with the models given few
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queries. In Tab. 1, we implement it with the basic setting
of our detector with 100 queries. The results show that it is
totally infeasible under such a circumstance. In a nutshell,
our approach is greatly different from these methods.

3.3. Cross-stage Dynamic Filter Reuse

The model capacity is essential for neural networks to
capture complex representations [46, 67]. Since one of the
major characteristics shared by query-based detectors is a
series of decoder layers, we resort to modifying the decoder
to improve this capacity.

A straightforward way of this modification is adding the
attention-like operators. The prevailing DETR-like detec-
tors [34, 30, 63] perform deformable cross-attention [71]
once along the spatial dimension in each stage, so directly
adding this attention is feasible. By contrast, other detec-
tors [48, 17] like AdaMixer perform more than one dynamic
mixing at each stage, and they require a huge number of pa-
rameters [56] to generate the corresponding dynamic filters.
Taking the channel mixing as an example, in each decoder
layer, the specific process of generating a filter is as follows:

Mi = W
(i)
0 +

D∑
d=1

W
(i)
d vi,q,d ∈ RDC×DC , (2)

where vi,q,d denotes the d-th element of the content vec-
tor of query q at the stage i, W(i)

d ∈ RDC×DC denotes a
learnable weight matrix, and the number of such matrices
in a stage is D, DC denotes the channel dimension of the
input features, and Mi serves as the kernel for channel mix-
ing (1 × 1 convolution) [52]. Only the parameters used to
generate a single filter have already been more than D×D2

C .
Thereby, it is impractical to directly stack more decoders
given limited resources. Fortunately, there are a large quan-
tity of disposable dynamic filters in these cascade decoder



layers, so these operators have the potential to be reused
with lightweight modules across stages.

As depicted in Fig. 6, we propose a cascade dynamic
mixing module with a filter bank as an extension of the orig-
inal channel mixing. The filters generated in each stage are
stored in the filter bank for future use. Given a stage, the
filter adapters update these stored filters with the ones from
the current stage. In each adapter, the process of updating
filters is as follows:

w
(1)
j = σ

(
W

(1)
j vi,q

)
∈ RDC ,w

(2)
j = σ

(
W

(2)
j vi,q

)
∈ RDC ,

M′
j,i =

(
w

(1)
j ·w(2)

j

⊤)
⊙Mj +

(
1−w

(1)
j ·w(2)

j

⊤)
⊙Mi,

(3)
where 1 denotes an all-ones matrix, W

(1)
j ,W

(2)
j denote

learnable weights, σ(·) denotes the sigmoid function, ⊙ de-
notes the element-wise product, Mj denotes a previous fil-
ter, j ∈ [γi, i), γi is a lower bound, M′

j,i is used for sub-
sequent modules, and the number of these updated filters is
∆γi = i − γi. We empirically find more filters can lead to
more performance gain, so ∆γi = i − 1 is the best choice.
Note that this adapter only costs 2D2

C parameters, which
is more lightweight than the process of generating a filter
from scratch as Eq. (2). Then, the updated filters are used
in the cascade dynamic mixing. In this structure, since each
dynamic mixing is followed by a layer normalization with
an activation function, we insert a lightweight linear layer
between every two dynamic mixing, consistent with [23].

Moreover, we can modify the original spatial mixing
with the dynamic filter reusing. Unlike the channel mix-
ing, the original dynamic spatial mixing costs a lot of com-
putational resources on its ouput features due to its expan-
sion [45] on spatial dimension. To tackle this problem, we
also adopt the bank to store the filters generated for spatial
mixing. Then, in each decoder layer, we update these filters
with adapters and concatenate them with the current filter
along the output dimension. This new filter is used to per-
form spatial mixing only once, rather than iteratively. This
approach allows us to reduce the parameters of the filter
generator of the spatial mixing, i.e., we employ the filters
from preceding stages to replace a proportion of the filter
from the current layer.

4. Experiments

4.1. Implementation Details

The experiments are performed on the MS COCO [33]
object detection dataset, where the train2017 split and the
val2017 split are for training and testing. All of our ex-
periments on AdaMixer are based on mmdetection code-
base [5]. The experiments on DN-DETR and DINO are
based on DETREX codebase [13]. The convolutional neu-
ral networks [23, 59] or vision trasnformers [21, 36, 14] can
be taken as the backbone network. 8 RTX 2080ti with 11G

detector AP AP50 AP75 APs APm APl

FCOS [51] 38.7 57.4 41.8 22.9 42.5 50.1
Cascade R-CNN [3] 40.4 58.9 44.1 22.8 43.7 54.0
GFocalV2 [31] 41.1 58.8 44.9 23.5 44.9 53.3
BorderDet [40] 41.4 59.4 44.5 23.6 45.1 54.6
Dynamic Head [12] 42.6 60.1 46.4 26.1 46.8 56.0
DETR [4] 20.0 36.2 19.3 6.0 20.5 32.2
Deform-DETR [71] 35.1 53.6 37.7 18.2 38.5 48.7
Sparse R-CNN [48] 37.9 56.0 40.5 20.7 40.0 53.5
AdaMixer [17] 42.7 61.5 45.9 24.7 45.4 59.2
AdaMixer† [17] 45.0 64.2 48.6 27.9 47.8 61.1

StageInteractor 44.8 63.0 48.4 27.5 48.0 61.3
StageInteractor† 46.9 65.2 51.1 30.0 49.7 62.3

Table 2: 1× training scheme (12 epochs) performance of
various detectors on COCO minival set with ResNet-50.
100 object queries is the default setting in our method. †
denotes 500 queries.

Figure 7: The instability of the assigned labels.

GPU memory are enough to train our model with ResNet-
50 and 100 queries. For larger backbones or more queries,
we resort to 8 V100 with 32G. The cross-stage label assign-
ment is applied on each decoder layer. The reuse of spa-
tial dynamic filters do not perform on the first two decoder
layers. The weighted sum of these losses are for training,
and the loss weights are in line with those of AdaMixer in
mmdetection codebase [5] and those of DETRs in DETREX
codebase [13]. AdamW [37] is taken as the optimizer.

4.2. Comparison to State-of-the-Art Detectors

Our model significantly outperforms the previous meth-
ods, shown in Fig. 1, and it has become a new state-of-
the-art query-based object detector. As shown in Tab. 2,
with 1× training scheme and ResNet-50 [23] as back-
bone, our detector outperforms various methods on COCO
minival set [33] with even with 100 queries. Our model
with ResNet-50 as backbone can achieve 44.8 AP on MS
COCO validation set under the basic setting of 100 object
queries, with 27.5 APs, 48.0 APm and 61.3 APl on small,
medium and large object detection, respectively. When



Detector Backbone Encoder/FPN Epochs AP AP50 AP75 APs APm APl

DETR [4] ResNet-50-DC5 TransformerEnc 500 43.3 63.1 45.9 22.5 47.3 61.1
SMCA [16] ResNet-50 TransformerEnc 50 43.7 63.6 47.2 24.2 47.0 60.4
Deformable DETR [71] ResNet-50 DeformTransEnc 50 43.8 62.6 47.7 26.4 47.1 58.0
Anchor DETR [57] ResNet-50-DC5 DecoupTransEnc 50 44.2 64.7 47.5 24.7 48.2 60.6
Efficient DETR [61] ResNet-50 DeformTransEnc 36 45.1 63.1 49.1 28.3 48.4 59.0
Conditional DETR [38] ResNet-50-DC5 TransformerEnc 108 45.1 65.4 48.5 25.3 49.0 62.2
Sparse R-CNN [48] ResNet-50 FPN 36 45.0 63.4 48.2 26.9 47.2 59.5
REGO [9] ResNet-50 DeformTransEnc 50 47.6 66.8 51.6 29.6 50.6 62.3
DAB-D-DETR [34] ResNet-50 DeformTransEnc 50 46.8 66.0 50.4 29.1 49.8 62.3
DN-DAB-D-DETR [30] ResNet-50 DeformTransEnc 12 43.4 61.9 47.2 24.8 46.8 59.4
DN-DAB-D-DETR [30] ResNet-50 DeformTransEnc 50 48.6 67.4 52.7 31.0 52.0 63.7
AdaMixer [17] ResNet-50 - 12 44.1 63.1 47.8 29.5 47.0 58.8
AdaMixer [17] ResNet-50 - 24 46.7 65.9 50.5 29.7 49.7 61.5
AdaMixer [17] ResNet-50 - 36 47.0 66.0 51.1 30.1 50.2 61.8
StageInteractor ResNet-50 - 12 46.3 64.3 50.6 29.8 49.6 60.8
StageInteractor ResNet-50 - 24 48.3 66.6 52.9 31.7 51.4 63.3
StageInteractor ResNet-50 - 36 48.9 67.4 53.4 31.7 51.8 64.3
StageInteractor∗ ResNet-50 - 36 50.8 66.8 55.9 34.0 54.6 66.2

DETR [4] ResNet-101-DC5 TransformerEnc 500 44.9 64.7 47.7 23.7 49.5 62.3
SMCA [16] ResNet-101 TransformerEnc 50 44.4 65.2 48.0 24.3 48.5 61.0
Efficient DETR [61] ResNet-101 DeformTransEnc 36 45.7 64.1 49.5 28.2 49.1 60.2
Conditional DETR [38] ResNet-101-DC5 TransformerEnc 108 45.9 66.8 49.5 27.2 50.3 63.3
Sparse R-CNN [48] ResNet-101 FPN 36 46.4 64.6 49.5 28.3 48.3 61.6
REGO [9] ResNet-101 DeformTransEnc 50 48.5 67.0 52.4 29.5 52.0 64.4
AdaMixer [17] ResNet-101 - 36 48.0 67.0 52.4 30.0 51.2 63.7
StageInteractor ResNet-101 - 36 49.9 68.6 54.6 33.0 53.6 65.4

REGO [9] ResNeXt-101 DeformTransEnc 50 49.1 67.5 53.1 30.0 52.6 65.0
AdaMixer [17] ResNeXt-101-DCN - 36 49.5 68.9 53.9 31.3 52.3 66.3
StageInteractor ResNeXt-101-DCN - 36 51.3 70.2 56.0 33.2 54.6 66.9

AdaMixer [17] Swin-S - 36 51.3 71.2 55.7 34.2 54.6 67.3
StageInteractor Swin-S - 36 52.7 71.7 57.7 36.1 56.2 67.7

Table 3: The performance of various query-based detectors on MS COCO minival set with longer training scheme and
single scale testing. The number of queries defaults to 300 in our method. ∗ denotes 900 queries with more sampling points.

equppied with 500 queries, our detector performs better,
and it can achieve 46.9 AP. As depicted in Tab. 3, equipped
with 3× training time, 300 queries and more data augmen-
tation in line with other query-based object detectors, our
model can achieve 48.9 AP, 49.9 AP, 51.3 AP, and 52.7 AP
with ResNet-50, ResNet-101, ResNeXt-101-DCN [58, 70],
and Swin-S [36] as backbones, under the setting of single
scale and single model testing. Moreover, if we extend
the quantity of queries into 900 and use tricks (i.e., adding
more sampling points at each stage), our model can achieve
50.8 AP with ResNet-50.

More importantly, our designs can be applied on DETR-
like detectors such as DN-DETR [30] and DINO [63]. Un-
like the cross-stage label assignment, our cross-stage filter
reuse is tailored for AdaMixer [17]. To achieve larger model

capacity, we opt to simply double the cross-attention be-
cause this attention-like operation is more lightweight than
the dynamic mixing. In Tab. 4, our designs yield more than
+0.5AP for all detectors. To verify the effectiveness of our
cross-stage label assignment on the larger backbones, we
use DINO with Swin-B [36] for experiments. As shown
in Tab. 5, our cross-stage label assignment can still yield
+0.4AP on DINO with Swin-B as backbone with 12 epochs.

To find the reason for the lower performance gain on DE-
TRs than that on AdaMixer, we present the instability of
assigned labels (i.e., the probability of a ground-truth ob-
ject transferring from one query to another across stages) as
curves in Fig. 7. This figure shows that Deformable-DETR
is more stable, and we attribute this to its powerful trans-
former encoder which provides high-quality features for the



Detector Epoch AP AP50 AP75

DINO [63] 12 49.2 66.9 53.7
DINO + CSLA 12 49.7 67.0 54.1
DINO + CSLA + DCA 12 50.0 67.4 54.9

DINO [63] 24 50.6 68.5 55.5
DINO + CSLA 24 51.0 68.7 55.6
DINO + CSLA + DCA 24 51.3 69.2 56.1

Deform-DETR [71] 50 46.1 64.9 49.9
Deform-DETR + CSLA 50 46.8 65.0 50.9

DN-DETR [30] 50 44.7 65.3 47.6
DN-DETR + CSLA 50 45.5 65.3 49.0

H-DETR [26] 12 48.6 66.3 53.2
H-DETR + CSLA 12 49.2 66.3 53.7

Table 4: The performance of DINO [63] on MS COCO
minival set with ResNet-50. CSLA: cross-stage label as-
signment. DCA: dual cross-attention.

Detector Backbone AP AP50 AP75

DINO [63] Swin-B 55.8 74.4 60.7
DINO [63] + CSLA Swin-B 56.2 74.7 61.3

Table 5: Cross-stage label assignment on DINO [63] with
Swin-B [36] as backbone.

decoder.

4.3. Ablation Studies

Because the computational resource is limited, ResNet-
50 is employed as our backbone network, the number of
queries is set as 100, and 1× training scheme is used for our
ablation studies. Due to the simplicity, we adopt AdaMixer
as the baseline for ablation studies.

The effectiveness of our proposed modules. In Tab. 6,
we conduct experiments to verify the effectiveness of our
proposed modules. The results show that our modules lead
to +2.2 AP gain, and each of them boosts the performance.

The components of our label assigner. We verify how
the components of our cross-stage label assigner influences
the performance in Tab. 7. In the first two lines, the results
show that directly adding more supervisions based on the
query index only brings marginal gains. According to the
last two lines, we find that while using scores like IoU can
boost the performance, using both IoU and the cross-stage
labels leads to better results.

The number of reused spatial filters. We explore the
effectiveness of reusing spatial filters and the results are
in Tab. 8. We find a certain number of reused filters can
bring a slight performance gain. This may result from the
easier optimization brought by the fewer model parameters.

CSLA Reuse AP AP50 AP75 APs APm APl

42.6 61.4 45.7 24.4 45.7 58.2
✓ 43.0 61.5 46.1 25.0 45.7 59.1

✓ 44.1 62.3 47.6 25.5 47.5 60.3
✓ ✓ 44.8 63.0 48.4 27.5 48.0 61.3

Table 6: The effectiveness of our proposed modules. CSLA:
cross-stage label assignment.

Inference speed and training memory use. As de-
picted in Tab. 9, with one TITAN XP and one batch size,
the speed of our model is 11.6 img/s while that of the base-
line is 13.5 img/s, i.e., only 1.16× slower. When we set the
batch size as 2 for training, the additional operation only
costs about 0.3G GPU memory (about 5%).

The number of additional channel mixing. We con-
duct ablation studies on how many previous filters are re-
quired for the channel mixing, and report performance
in Tab. 10. We do experiments on the max{∆γi}. This
means there are at most max{∆γi} filters reused for the i-
th stage. We find more filters can bring more performance
gain. The results also show the scalability of the decoder
layers in this framework.

Selection of filters on mixing. We explore whether the
previous filters with adapters are suitable for our new chan-
nel mixing. As shown in Tab. 11, we find that using the
adapters to fuse previous filters with the current ones is most
suitable, which ensures both the adaptability of each stage
and the diversity [67] of filters. More importantly, the exis-
tence of the additional dynamic mixing is necessary.

Modifying the localization supervision. In our cross-
stage label assigner, only classification labels are used for
gathering, while the supervision for localization is un-
changed. Thus, we explore its influence by consistently up-
dating the supervision of classification and localization, i.e.
selecting the ground-truth boxes that have the greatest IoU
with predicted boxes across stages. The results are shown
in Tab. 12, and we find that the performance under the two
settings is very close, so we do not modify the localization
part for simplicity.

Application scope of the cross-stage label assigner.
For the i-th stage, the application scope of cross-stage label
assigner is [αi, βi]. In this part, we explore the appropriate
values of αi and βi. As shown in Tab. 13, we find that the
best setting is [i − 1, L]. Yet if too many previous ground-
truth labels are included, like αi = 1, this hinders the last
decoder layer to learn how to remove duplicates. Moreover,
we conduct experiments to verify whether the cross-stage
label assigner needs to be applied on all stages, because ex-
isting works [4, 26] demonstrate that only early stages can
be applied with one-to-many label assignment. On the con-
trary, as shown in the last line of Tab. 13, we find that our



Cross Score AP AP50 AP75 APs APm APl

43.0 61.5 46.1 25.0 45.7 59.1
✓ 43.1 61.9 46.5 25.3 45.8 59.7

✓ 44.0 62.1 47.6 26.0 47.6 59.3
✓ ✓ 44.8 63.0 48.4 27.5 48.0 61.3

Table 7: The effectiveness of the components of the cross-
stage label assigner.

NS AP AP50 AP75 APs APm APl

0 44.5 62.5 48.1 27.4 48.0 60.6
1 44.8 63.0 48.4 27.5 48.0 61.3
3 44.4 62.4 48.0 26.2 47.4 60.6

Table 8: The number of reused spatial filters.

Method AP Speed (img/s) Memory (GB)

Baseline 42.6 13.5 6.0
Ours 44.8 11.6 6.3

Table 9: The inference speed and training GPU memory
use.

max{∆γi} AP AP50 AP75 APs APm APl

0 44.1 62.3 47.6 25.5 47.5 60.3
1 44.2 62.3 47.6 25.8 47.5 60.6
2 44.2 62.3 47.9 26.1 48.0 60.4
3 44.6 62.8 48.3 26.7 47.5 60.7
4 44.8 63.0 48.4 27.5 48.0 61.3

Table 10: The number of additional channel mixing.

Filter AP AP50 AP75 APs APm APl

43.5 61.7 46.8 25.3 47.0 59.0
Pre 44.2 61.9 47.6 26.1 47.6 60.0
Cur 44.5 62.7 47.9 26.5 47.7 60.5
Adp 44.8 63.0 48.4 27.5 48.0 61.3

Table 11: Usage of filters. Pre, Cur: directly using previ-
ous and current filters. Adp: using adapters.

cross-stage label assigner can also be applied on the last two
stages and this brings performance gain. We speculate that
this module helps remove some inappropriate supervision
caused by vanilla bipartite matching which has a shortage
of constraining IoU, and this module provides some proper
supervision from the previous stage.

The threshold of IoU. As shown in Tab. 14, we find that
using a threshold of 0.5 is the best choice to select appro-
priate labels.

Loc. AP AP50 AP75 APs APm APl

44.8 62.8 48.4 26.7 48.2 60.7
✓ 44.8 63.0 48.4 27.5 48.0 61.3

Table 12: Adding localization supervision in cross-stage la-
bel assigner.

Range of i αi βi AP AP50 AP75 APs APm APl

[1, L] i i 44.0 62.1 47.6 26.0 47.6 59.3
[1, L] i− 1 i 44.1 62.2 47.7 25.9 47.5 59.8
[1, L] i− 1 i+ 1 44.1 62.4 48.0 26.5 47.3 60.1
[1, L] i− 1 L 44.8 63.0 48.4 27.5 48.0 61.3
[1, L] 1 L 43.3 60.7 46.8 25.7 47.2 58.6

[1, L− 2] i− 1 L 44.3 62.4 47.7 26.1 47.6 60.4

Table 13: The application scope of the cross-stage label as-
signer for each stage.

IoU thres AP AP50 AP75 APs APm APl

0.3 43.8 62.4 47.2 26.3 46.8 60.3
0.7 44.4 61.1 48.4 26.0 47.5 61.5
0.5 44.8 63.0 48.4 27.5 48.0 61.3

Table 14: The threshold of IoU in cross-stage label assign-
ment.

5. Conclusion

In this paper, we have presented a new fast-converging
query-based object detector with cross-stage interaction,
termed as StageInteractor, to alleviate inconsistency be-
tween the one-to-one label assignment and improve the
modeling capacity. Our proposed cross-stage label as-
signer gathers assigned labels across stages, and then re-
assigns proper labels to predictions in each stage. We also
accumulate dynamic filter across stages and reuse them
with lightweight modules to increase the modeling capacity
without introducing too many parameters. With these two
unique designs, StageInteractor significantly outperforms
the previous methods, and our proposed label assignment
can boost the performance of various query-based object
detectors.
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Figure 8: The overview of our spatial dynamic mixing.

A. Spatial Mixing
The process of applying filter reusing onto the spatial

mixing is depicted in Fig. 8. It is very similar to the filter
reusing on channel mixing, but the reused filter is used in
the combination with the generated filter rather than cascade
mixing. This combination is performed along the output
dimension.

In the cascade mixing, the lightweight static linear layers
are placed between the activation function and the dynamic
mixing. Apart from the static channel mixing, the linear lay-
ers can also achieve the efficient spatial mixing, as shown
in Code 1. Specifically, we split the sampling points into
K groups, and perform affine transformation within and
across groups, like [7]. The parameters cost on this oper-

ation is (K2+(
P

(i)
in

K )2) ·D2
C . Since the number of sampling

points is set as the power of 2 and the number of spatial
blocks K is set close to the square root of the number of

sampling points, we use the formula K = 2⌊log2

√
P

(i)
in ⌋ for

calculation. Thus, an upper-bound of the parameter cost is
O(3P

(i)
in D2

C), and thus this module is still more lightweight
than those related to dynamic filter generation.

# K: spatial group size, P: the number of sampling points
# G: channel group size, Dc: channel dimension per group
# N: the number of queries
# I: the sampled feaures with shape (N∗G, K, P//K, Dc)

I 1 = I.reshape(N∗G∗K, P//K∗Dc)
I 2 = I.permute(0, 2, 1, 3).reshape(N∗G∗P//K, K∗Dc)
I 1 = Linear(I 1).reshape(N∗G, K, P//K, Dc)
I 2 = Linear(I 2).reshape(N∗G, P//K, K, Dc)
I = I + I 1 + I 2.permute(0, 2, 1, 3)
I = ChannelMixing(I)

Code 1: PyTorch-like Pseudocode for the static mixing.

B. Feature Sampling
For the feature sampling, according to [17, 71, 11], we

first generate a set of sampling points via content vectors,
and then use these points to capture the desired image fea-
tures with bilinear interpolation. Since the sampling points
are organized into K groups, the feature sampler is cor-

Dynamic Static AP AP50 AP75 APs APm APl

44.1 62.3 47.6 25.5 47.5 60.3
✓ 43.5 61.7 46.8 25.3 47.0 59.0

✓ 43.9 62.2 47.6 26.6 46.9 60.8
✓ ✓ 44.8 63.0 48.4 27.5 48.0 61.3

Table 15: The modules in the cascade mixing.

Static Mixing AP AP50 AP75 APs APm APl

43.9 62.2 47.6 26.6 46.9 60.8
Channel 44.0 62.3 47.8 26.2 47.0 61.1
Spatial 43.7 61.8 47.2 25.7 47.0 59.9

Channel-spatial 44.8 63.0 48.4 27.5 48.0 61.3

Table 16: The type of static mixing in our detector.

respondingly designed to generate points in groups. The
PyTorch-like Pseudo-code is illustrated in Code 2. Specif-
ically, we first use the content vectors to generate two sets
of offsets to the positional vectors by linear layers. Then,
the offsets is formed into the sampling points to extract fea-
tures.

# K: spatial group size, P: the number of sampling points
# G: channel group size, N: the number of queries
# v: the content vector, b: the positional vector
# F(): the bilinear interpolation on multi−scale image features
# Im: the multi−scale image feaures, I: the sampled feaures

xy = b[..., 0:2], z = b[..., 2:3], r = b[..., 3:4]

p 1 = Linear(v).reshape(N∗G, K, 1, 3)
p 2 = Linear(v).reshape(N∗G, 1, P//K, 3)

dxy 1 = p 1[..., 0:2], dz 1 = p 1[..., 2:3]
dxy 2 = p 2[..., 0:2], dz 2 = p 2[..., 2:3]

p xy = xy + 2∗∗(z − 0.5∗r) ∗ (dxy 1 + 2∗∗dz 1 ∗ dxy 2)
p z = z + dz 1 + dz 2
I = F(Im, p xy, p z)

Code 2: PyTorch-like Pseudocode of the sampler.

C. Additional Ablation Studies
The modules in the cascade mixing. Both the reused

heavy dynamic filters and the lightweight static linear lay-
ers are crucial to our method. As shown in Tab. 15, only
when these two mixing approaches are combined can the
large performance gain be achieved. Moreover, as shown
in Tab. 16, we find that inserting static channel-spatial ag-
gregation into the lightweight linear layers is more benefi-
cial than solely performing channel or spatial mixing.

Feature sampling. Different from the feature sampling
in [17], the sampler in our detector is required to generate
points in groups. Therefore, in this part, we explore whether
the original feature sampling method (i.e. directly generat-
ing all sampling points) is feasible. As shown in Tab. 17, we
report the results of our detector with vanilla feature sam-
pling in the first line. Compared to the first line, the results



Sampling AP AP50 AP75 APs APm APl

Vanilla 43.7 62.1 47.2 25.6 47.4 59.7
Group init. 44.1 62.3 47.9 26.2 47.0 60.8

Ours 44.8 63.0 48.4 27.5 48.0 61.3

Table 17: The type of feature sampling. Vanilla denotes
the original feature sampling [17]. Group-init. means
the group-wise initialization on the original sampler.

StageInter P
(1)
in AP AP50 AP75 APs APm APl

32 42.5 61.4 45.7 25.0 45.1 58.2
64 42.6 61.4 45.7 24.4 45.7 58.2

✓ 32 44.6 62.6 48.3 26.2 48.1 61.1
✓ 64 44.8 63.0 48.4 27.5 48.0 61.3

Table 18: The number of sampling points at the first stage.

in the last line show that our sampling is more compatible
with our detector than 3D feature sampling. To find whether
the weight initialization of 3D feature sampler causes this
phenomenon, we modify the initialization of sampler so
that its outputs at the first iteration are identical with the
our sampler, and report the corresponding performance in
the second line. The results are still worse than our sam-
pling. Therefore, we speculate that our two-stage sampler
is consistent with our dynamic mixing, thereby boosting the
performance.

More sampling points in the first stage. As shown
in Tab. 18, we conduct ablation studies on adding more sam-
pling points of the first stage. The motivation is to use more
points to cover the whole image as much as possible, enlarg-
ing the receptive field. Both of our baseline and our method
can get slight benefits from more sampling points.

D. Duplicate Removal

According to [47], the strict one-to-one label assignment
can ensure the object detector to have the ability to remove
duplicate predictions. However, our cross-stage label as-
signer actually does not strictly follow one-to-one matching
even in the last few stages, i.e., it has the potential to assign
one ground-truth object to multiple predicted boxes on the
classification task. Therefore, we explore whether our label
assigner influences the performance of duplicate removal in
query-based object detectors. As shown in Tab. 19, the re-
sults show that the performance our detector is relatively
stable on AP with or without NMS. We consider this is be-
cause the coordinates of the most predicted boxes in the last
few stages change little, and the operation of gathering-and-
selecting labels in our assigner is performed adaptively.

NMS Threshold AP AP75

✓ 0.5 44.1 (-0.7) 47.1
✓ 0.75 44.8 (+0.0) 48.4
✓ 0.9 44.8 (+0.0) 48.5
- - 44.8 48.4

Table 19: The performance of our StageInteractor with or
without NMS.

Backbone AP AP50 AP75 APs APm APl

ResNet-50 49.0 67.4 53.7 30.2 51.7 62.3
ResNet-101 50.4 68.8 55.2 31.0 53.1 64.1

ResNeXt-101-DCN 51.3 70.1 56.0 32.1 53.9 65.2
Swin-S 52.7 71.8 57.7 33.3 55.1 67.1

Table 20: The performance of StageInteractor on COCO
test-dev set with 300 queries, 36 training epochs and
single model single scale testing.

E. MS COCO Test

As shown in Tab. 20, we report the performance of
StageInteractor on COCO test-dev set. Here, the per-
formance is evaluated with the same models that are used
for the comparison with other state-of-the-art query-based
detectors. Because the labels of COCO test-dev set are
not publicly available, so the evaluation is performed on the
online server.

F. Analysis about dynamic channel mixing

In vanilla AdaMixer [17], the FLOPs for the chan-
nel mixing is B × N × G × P

(i)
in × (2DC − 1) × DC ,

whereas the FLOPs for generating a dynamic channel filter
is B×N ×G× (2D−1)×DC ×DC . Therefore, the ratio
between these two FLOPs is:

B ×N ×G× (2D − 1)×DC ×DC

B ×N ×G× P
(i)
in × (2DC − 1)×DC

≈ 8 (4)

Therefore, generating channel filters consumes more com-
putational costs than performing channel mixing.

G. Qualitative Analysis

To verify the discriminability of our detector, we use
t-SNE [53] visualization for the query features in various
models. As depicted in Fig. 9, we select some represen-
tative categories with corresponding features to show the
effectiveness of our structures. Compared with Fig. 9a
and Fig. 9b, the distance between each group of categories
is wider in Fig. 9c, and the points are more separate.



(a) Baseline + CSLA. (b) Baseline + Reusing. (c) StageInteractor.

Figure 9: t-SNE [53] visualization of features of each query on MS COCO dataset [33] learned by various model variants.
Each point denotes a feature vector, and colors denote different categories. CSLA: cross-stage label assignment.

H. Limitation

Although our two cross-stage structures are effective,
their designs are simple. In the future, we hope the fol-
lowing topics could be explored in the future: (1) the op-
timal designs of each decoder layer in a query-based de-
tector; (2) more elaborate and effective cross-stage interac-
tions; (3) the theoretical properties and the essence of the
cascade structures.

I. Societal Impact

Object detection is a classical vision task and we adopt
the open dataset: MS COCO [33], so there is no negative
social impact if the method is used properly.

J. Model Implementation Details

Hyper-parameters. The cross-stage label assignment
is performed on each stage, and its application scope is
[i − 1, L]. The threshold for selecting labels is set to 0.5.
The reuse of dynamic filters do not perform on the first two
decoder layers, and in other stages, all the generated filters
for channel mixing are reused. The number of spatial blocks
K is set close to the square root of the number of sampling

points, i.e., we use the formula K = 2⌊log2

√
P

(i)
in ⌋ for calcu-

lation. Other parameters of our model are in line with [17].
Other parameters of our model are in line with the vanilla
AdaMixer [17] and DETRs [13].

Initialization. Following [17], the initial weights of lin-
ear layers generating dynamic filters are set to zero, and
the biases of these linear layers are initialized as expected.
The initial weights of linear layers in the feature sampler
are also set to zero, and the biases of these linear layers are
initialized as follows: (1) the bias corresponding to dxy 1 in
Code 2 is uniformly initialized within [-0.5, 0.5]. (2) the one
corresponding to dxy 2 is uniformly initialized within [- 0.5√

2

, 0.5√
2

]. (3) The parts corresponding to the dz 1 and dz 2 are
initialized as zeros. The initialization of other modules are

set following [17, 13].
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