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Abstract

Despite the proven significance of hyperspectral images
(HSIs) in performing various computer vision tasks, its po-
tential is adversely affected by the low-resolution (LR) prop-
erty in the spatial domain, resulting from multiple physical
factors. Inspired by recent advancements in deep generative
models, we propose an HSI Super-resolution (SR) approach
with Conditional Diffusion Models (HSR-Diff) that merges
a high-resolution (HR) multispectral image (MSI) with the
corresponding LR-HSI. HSR-Diff generates an HR-HSI via
repeated refinement, in which the HR-HSI is initialized with
pure Gaussian noise and iteratively refined. At each iter-
ation, the noise is removed with a Conditional Denoising
Transformer (CDFormer) that is trained on denoising at dif-
ferent noise levels, conditioned on the hierarchical feature
maps of HR-MSI and LR-HSI. In addition, a progressive
learning strategy is employed to exploit the global informa-
tion of full-resolution images. Systematic experiments have
been conducted on four public datasets, demonstrating that
HSR-Diff outperforms state-of-the-art methods.

1. Introduction

Hyperspectral images (HSI) contain dozens or hundreds
of spectral bands, enabling them to provide more faithful
knowledge of targeted scenes than conventional imaging
modalities. As such, HSIs play an irreplaceable role in vari-
ous computer vision tasks, including classification [38, 43],
segmentation [7], and tracking [36]. Although HSIs con-
tain rich spectral information, contemporary hyperspectral
imaging sensors lack high-resolution (HR) in the spatial do-
main, due to the stringent constraint of typically low signal-
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Figure 1: Illustration of HSI super-resolution.

to-noise ratios. Their widespread use is significantly hin-
dered by this fact. Restricted by hardware limitations, a
practical way to work around this problem is to fuse the
low-resolution (LR) HSI with an HR multispectral image
(MSI). This requires the implementation of so-called HSI
super-resolution (SR), as shown in Figure 1.

Over the past few decades, a significant amount of re-
search efforts have been devoted to developing HSI-SR ap-
proaches, which can be roughly classified into five cat-
egories [45]: Extensions of pansharpening [6], Bayesian
inference-based [1, 34], matrix factorization-based [3],
tensor-based [20], and deep learning (DL)-based. Whilst
pansharpening methods [32] have been extended to the field
of HSI-SR, such approaches are prone to spectral distortion.
Bayesian inference-based approaches rely on the assump-
tion of prior knowledge, thereby having a weak flexibility in
dealing with different HSI structures. Matrix factorization-
based techniques reshape the 3D HSIs and MSIs into ma-
trices, thus facing the challenge of learning the required
relationship between space and spectrum. Although sev-
eral tensor-based methods have been proposed that can
maintain the 3D structure of input images, they consume
much more memory and computational power. Further-
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more, these traditional approaches work via relying heavily
on hand-crafted priors.

Recently, DL-based methods, especially convolutional
neural network (CNN)-based approaches, have flooded over
into the HSI-SR research community [8, 35, 11, 24, 47, 44,
21]. Rather than resorting to hand-crafted features, DL-
based techniques learn prior knowledge automatically from
given data. Particularly, Dong et al. proposed the first
DL-based method for image SR, with the end-to-end map-
ping between LR images and HR images learned using a
CNN [10]. Subsequently, generative adversarial networks
(GANs) were introduced to the field of image SR in an ef-
fort to produce high-frequency details [19, 12]. After that,
various GAN-based models have been devised, showing
state-of-the-art results in the HSI-SR literature [29]. How-
ever, such work requires carefully designed regularization
and optimization tricks to tame optimization instability and
avoid mode collapse.

Inspired by the recent developments in deep generative
models, in this paper, we propose an innovative approach
that we refer to as HSR-Diff (HSI-SR with conditional dif-
fusion models). It works by learning to transform the origi-
nal standard normal distribution into the data distribution of
HR-HSI through a sequence of refinements. In contrast to
GAN-based methods which require inner-loop maximiza-
tion, HSR-Diff minimizes a well-defined loss function. Al-
though conditional diffusion models are straightforward to
define and efficient to train, there has been no demonstra-
tion that they are capable of merging LR-HSI and HR-MSI
to the best of our knowledge. We show that conditional dif-
fusion models are capable of generating high-quality HR-
HSIs, which may best the state-of-the-art results. A key
factor of HSR-Diff is its inherent denoising ability thanks
to use of deep neural networks. In spite of the effective-
ness of CNNs for denoising, they have shown limitation in
modelling long-range dependencies. To address the locality
problem of convolution operations, a Conditional Denois-
ing Transformer (CDFormer) is herein designed and trained
with a denoising objective to remove various levels of noise
iteratively. In addition, a progressive learning strategy is
utilized to help the CDFormer learn the global statistics of
full-resolution HSIs. The main contributions of this work
are summarized as follows:

• We propose the novel application of conditional diffu-
sion models in the field of HSI-SR that works by pro-
gressively destroying HR-HSI through injecting noise
and subsequently learning to reverse this process, in
order to perform HR-HSI.

• We introduce a CDFormer that refines a noisy HR-
HSI conditioned on the deep feature maps of HR-MSI
and LR-HSI, capable of modelling global connectivity
with a self-attention mechanism.

• We employ a progressive learning strategy to exploit
the global information of full-resolution HSIs, with
CDFormer being trained on small image patches in the
early epochs with high efficiency and on the global im-
ages in the later epochs to acquire global information.

• We present experimental investigations on four pub-
lic datasets, with quantitative and qualitative results il-
lustrating the superior performance of our approach as
compared with state-of-the-art methods.

2. Related Work
2.1. Deep Generative Models

Typical deep generative models include autoregressive
models (AR), normalizing flows (NF), variational autoen-
coders (VAE), GANs, and diffusion models. ARs learn data
distribution via log-likelihood. Unfortunately, the low effi-
ciency of sequential pixel generation limits their application
to high-resolution images [31, 28]. NFs have the advan-
tage of running at a high sampling speed, but their expres-
sive ability is restricted by the need for invertible parame-
terized transformations with a tractable Jacobian determi-
nant [25, 9, 17]. VAEs feature fast sampling while under-
performing in comparison to GANs and ARs, in terms of
image quality [18, 26, 30]. GANs are popular for class con-
ditional image generation, and super-resolution [12]. How-
ever, the inner-outer loop optimization often requires tricks
to stabilize training [2, 13], and conditional tasks like super-
resolution usually demand an auxiliary consistency-based
loss to avoid mode collapse [19].

The development of diffusion models has seen a dramat-
ically accelerating pace over the past three years. Whilst
diffusion models have shown great potential for a variety of
computer vision applications, none of them have yet been
devoted to the problem of HSI-SR to the best of our knowl-
edge. In this paper, we extend the utility of diffusion models
to the field of HSI-SR.

2.2. Deep Learning-Based HSI-SR
In recent years, data-driven CNN architectures have been

shown to outperform traditional approaches for use in the
HSI-SR literature. These methods formulate the underly-
ing fusion problem as a highly nonlinear mapping that takes
HR-MSIs and LR-HSIs as input to generate an optimal HR-
HSI. For example, CMHF-net [35] is an interpretable CNN,
the design of which exploits the deep unfolding technique.
Zhang et al. [44] proposed to reconstruct HR-HSIs with
a two-stage network, while Zhang et al. [46] designed an
interpretable spatial-spectral reconstruction network (SSR-
NET) based on CNN. Aiming at problems of inflexible
structure and information distortion, Jin et al. embedded Bi-
lateral Activation Mechanism into ResNet, resulting in the
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Figure 2: Forward and reverse processes of HSR-Diff, with
forward process q generating an HSI sequence (left to right)
by gradually adding Gaussian noise, and reverse process p
iteratively refining HR-HSI (right to left).

effective model of BRResNet [16]. Thanks to the induc-
tive bias of CNN, such as locality and weight sharing, these
methods can provide good generalization performance and
achieve impressive results.

Nevertheless, CNNs have limitations in capturing long-
range dependencies and self-similarity priors. To overcome
such shortcomings we employ Transformer to learn global
statistics of full-resolution images in this work.

3. Proposed Methodology
3.1. Problem Formulation

Without losing generality, the observation models for the
HR-MSI and LR-HSI of interest can be mathematically for-
mulated as

X = RZ,Y = ZD, (1)

where X ∈ Rb×HW denotes the HR-MSI which consists
of b spectral bands with a spatial resolution of HW in the
spatial domain; R ∈ Rb×B represents the spectral response
function of HR-MSI; Y ∈ RB×hw denotes the LR-HSI;
and Z ∈ RB×HW is the latent HR-HSI. In the above, b and
B are the numbers of bands, with h and H being the band
height, and w and W the width, where b ≪ B, h ≪ H ,
and w ≪ W . D ∈ RHW×hw is the spatial response of the
LR-HSI, which can be modelled with blurring and down-
sampling operations. The HSI-SR can be interpreted as an
inverse problem for merging a practically collected X and
an observed Y to produce a latent Z. In ths paper, the ideal
Z is restored with HSR-Diff conditioned on spatio-spectral
information of X and Y, the details of which are described
below.

3.2. HSI-SR with Conditional Diffusion Models
Given a dataset Dtrain = {Xi,Yi,Zi}Ni=1 satisfying

a certain joint probability distribution p (X,Y,Z), many
pairs of (X,Y) may be consistent with the same Z. Thus,
the HR-HSI Z can be obtained with iterative refinements
that provide an approximate to p (Z|X,Y). In this work, we
implement the process of iterative refinements with HSR-
Diff, where the optimized HR-HSI is presumed to be pro-
duced in T refinement steps. In HSR-Diff, the target HR-
HSI is initialized with a pure noise ZT ∼ N (0, I) as shown
in Figure 2. The HSI is then refined iteratively according to

learned conditional distributions pθ (Zt−1|Zt,X,Y). In so
doing, the image sequence (ZT−1,ZT−2, . . . ,Z0) can be
attained and ultimately Z0 ∼ p (Z|X,Y).

The HSR-Diff employed makes use of two processes: a
forward process that perturbs HSI to noise, and a reverse
process converting noise back to HSI. In the forward pro-
cess, the intermediate images, i.e., ZT−1, ZT−2, · · · , and
Z1, are generated according to a Markov chain with fixed
transition probability q (Zt|Zt−1). We are interested in re-
versing the process via iterative refinements, in which the
noise is reduced iteratively with a reverse Markov chain
conditioned on X and Y. The reverse chain is learned with
the CDFormer fθ. Further details of HSR-Diff’s working
are given below.

3.2.1 Forward Process

Inspired by [15], forward process q iteratively adds Gaus-
sian noise to Z0 over T iterations:

q (Z1:T | Z0) =

T∏
t=1

q (Zt | Zt−1) ,

q (Zt | Zt−1) = N (Zt;
√
αtZt−1, (1− αt) I) ,

(2)

where α1:T ∈ (0, 1) are scalar hyper-parameters. Note that
in the forward process, the distribution of Zt given Z0 can
be directly sampled in closed form. This implies that

q (Zt | Z0) = N (Zt;
√
γtZ0, (1− γt) I) (3)

where γ =
∏t

i=1 αi. In addition, the posterior distribution
of Zt−1 given Z0 and Zt can be derived by

q (Zt−1 | Z0,Zt) = N
(
Zt−1;µ, σ

2I
)

µ =

√
γt−1 (1− αt)

1− γt
Z0 +

√
αt (1− γt−1)

1− γt
Zt

σ2 =
(1− γt−1) (1− αt)

1− γt
.

(4)

This posterior is useful in the reverse process.

3.2.2 Reverse Markovian Process

The reverse process inferences Z0 via iterative refinements.
It starts from a pure Gaussian noise ZT and goes in the op-
posite direction of the forward process:

pθ (Z0:T | X,Y) = p (ZT )

T∏
t=1

pθ (Zt−1 | Zt,X,Y)

p (ZT ) = N (ZT ;0, I)

pθ (Zt−1 | Zt,X,Y) = N
(
Zt−1;µθ (X,Y,Zt, γt) , σ

2
t I
)
,

(5)
where the distribution pθ (Zt−1 | Zt,X,Y) is parameter-
ized with θ. Note that the CDFormer provides a prediction



of Ẑ0. Thus, according to (4), each refinement step takes
the following form:

Zt−1 =

√
γt−1 (1− αt)

1− γt
fθ (X,Y,Zt, γt)

+

√
αt (1− γt−1)

1− γt
Zt +

√
1− αtϵ,

(6)

where ϵ ∼ N (0, I) and fθ is the CDFormer.

3.2.3 Noise Schedule

Inspired by the research reported in [5], we sample γ with
two steps during training. In particular, we first sample
a time step t ∼ U {1, T} and then randomly select γ ∼
U (γt−1, γt). As such, γ ∼ p (γ) =

∑T
t=1

1
T U (γt−1, γt).

Normally, the model with a large T can achieve better re-
sults. However, we find (through empirical investigations)
that the performance is not very sensitive to the exact val-
ues of T . Therefore, no hyper-parameter search about T
is conducted and we set T = 2000 for simplicity. As for
the inference process, we set the maximum generation iter-
ations to 100, employing a linear noise schedule.

3.3. Conditional Denoising Transformer

The property of non-local self-similarity of HSIs is often
exploited in denoising tasks but is usually not well captured
by CNN-based models. Due to the effectiveness of Trans-
former layer in capturing non-local long-range dependen-
cies, the potential of Transformer is explored in conditional
denoising of HSI. Unfortunately, the vanilla Transformer
focuses only on spatial relationships between pixels while
neglecting the spectral dimension. Besides, denoising net-
works in conditional diffusion models normally concatenate
all images together as input, which may hinder the extrac-
tion of useful spatio-spectral information in LR-HSIs and
HR-MSIs. Hence, the CDFormer adopts a two-stream ar-
chitecture and is constructed with stacked Spatio-Spectral
Transformer Layers (S2TLs).

The architecture of the CDFormer is shown in Figure 3.
The SR stream first utilizes a 3 × 3 convolution to gener-
ate low-level feature embeddings FSR

0 and then transforms
it into deep features FSR

l with a stacked-S2TLs. Instead
of adapting t as done in the existing work [5], our method
is conditioned on γ directly to achieve efficient generation.
The denoising stream contains multiple noise-aware con-
ditional S2TLs (NC-S2TLs) that take as input the embed-
ded noise level and the image representation FSR. The Re-
construction module is set to produce a noise-free HR-HSI,
by employing residual learning to alleviate the difficulty of
HR-HSI generation while mapping the features onto HR-
HSI via a 3× 3 convolution and addition operation.

3.3.1 Noise Level Embedding

The noise level offers essential information for denoising
models. Inspired by the work of [5], we embed noise level
within the models with sinusoidal positional encoding. The
process of noise level embedding (NLE) can be formulated
as follows:

NLEγ,2i = sin
(
γ/100002i/C

)
NLEγ,2i+1 = cos

(
γ/100002i/C

)
,

(7)

where C is the number of channels of S2TLs; i ∈ [1, C/2].

3.3.2 Spatio-Spectral Transformer Layers

Figure 4 illustrates the architecture of one S2TL, which con-
sists of a Spatial Multi-head Self-Attention (SpatioMSA),
a Spectral Multi-head Self-Attention (SpectralMSA), and
a Feed Forward Network (FFN). SpatioMSA and Spec-
tralMSA learn the interactions of spatial regions and inter-
spectra relationships, respectively. To alleviate the compu-
tational burden, we adopt the transposed attention [42] in
SpectralMSA. SpatioMSA applies the popular window par-
titioning strategy [22] to reduce the computational complex-
ity. In addition, the gating mechanism [42] is employed in
the implementation of FFN.

3.3.3 Noise-Aware Conditional S2TLs

To condition the overall model on the hierarchical features
of SR stream, we feed FSR

l to the Noise-Aware Conditional
S2TLs (NC-S2TLs), each of which is a key building block
of the denoising stream. Figure 5 depicts the structure of an
NC-S2TL, which takes as input the NLE (a vector), FSR

l

and FDS
l , where FSR

l and FDS
l have the same spatial res-

olution. NLE is first transformed and merged with FDS
l

with the result subsequently processed with the means of
multi-head cross attention (MCA) [4] in order to condition
the model on FSR

l . As a result, each S2TL learns the spatio-
spectral dependencies.

3.4. Progressive Learning
CNN-based restoration models are normally trained on

fixed-size image patches. However, training CDFormer on
small cropped patches may not appropriately reflect the
global image statistics, thereby providing suboptimal per-
formance on full-resolution images when used. To this
end, we perform progressive learning where the network is
trained on smaller image patches in the early epochs and on
gradually larger patches in the later training epochs. The
model trained on mixed-size patches via progressive learn-
ing shows enhanced performance during testing where im-
ages can be of different resolutions (which is a common
case in image restoration). The progressive learning strat-
egy behaves in a similar fashion to the curriculum learning
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Figure 3: Architecture of Conditional Denoising Transformer.
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process where the network starts with a simpler task and
gradually moves to learning a more complex one (where the
preservation of fine image structure/textures is required).

To reduce the pressure on the demand of GPU mem-
ory, we only train the second half of CDFormer on full-
resolution images. The loss function used for such training
is defined as follows:

L = ∥X−RẐ0∥1 + ∥Y − Ẑ0D∥1 + ∥Z0 − Ẑ0∥1
Ẑ0 = fθ(

√
γZ0 +

√
1− γϵ,X,Y)

, (8)

where ϵ ∼ N (0, I), (X,Y,Z) is sampled from the train-
ing set, and the noise schedule about γ has been discussed
above. The first two terms are designed according to the
observation models, while the last one is based on the as-

sumption of Laplace distribution.

4. Experiments
Systematic experiments are herein conducted on

four commonly-used public-available HSI-SR datasets to
demonstrate the effectiveness of the proposed approach.

4.1. Datasets
Four datasets including CAVE [40], PaviaU [23], Chiku-

sei [41], and HypSen [39] are used in our experiments, with
the following details on each.

CAVE: There are 32 scenes with a spatial size of 512 ×
512 in the CAVE dataset, where we select the first 20 HSIs
for training, with the remaining 12 images used for testing.
We generate LR-HSIs by Gaussian blur and down-sampling
using a factor of 32 as done in [35]. HR-MSIs are acquired
by integrating all HR-HSI bands according to the spectral
response function of Nikon D700. The original HR-HSIs
are treated as ground truth.

PaviaU: Collected by the University of Pavia, Italy, the
original HSI dataset consists of 610 × 340 pixels in which
the top-left 128× 128 area is extracted as the test data, with
the remaining used for training. Except for water absorption
bands, all other 103 bands are chosen for the experiments.
Note that the down-sampling factor for the generation of
LR-HSIs is four, and the spectral response function is the
same as that of the WorldView-3 satellite.

Chikusei: This dataset consists of 128 bands with a spec-
tral range of 363nm to 1018nm and a spatial resolution of
2517 × 2335. The original HSI data was taken by an air-
borne visible and near-infrared imaging sensor over Chiku-
sei, Japan. To alleviate the impact of the back boundary and
noise, we crop the center area and remove noise bands. The



processed image has a size of 2048× 2048× 110. The top
half 1024× 2048× 110 area is selected as the training data,
while the rest half is split into eight testing 512×512×110
patches. For the production of LR-HSIs and HR-MSIs, this
dataset adopts the same processing as with PaviaU.

HypSen: This dataset concerns a real scenario consisting
of a 30m-resolution HSI and a 10m-resolution MSI. The
Hyperion sensor on the Earth Observing-1 satellite provided
the HSI with 242 spectral bands in the spectral range of
400 2500nm, and the MSI with 13 bands was captured by
the Sentinel-2A satellite. The blue, green, red, and near-
infrared bands of MSI in our experiments are selected due
to their high spatial resolution. To eliminate the impact
of noise and water absorption, we remove those relevant
bands, with 84 bands remaining in the HSI. We crop sub-
images of size 250×330 and 750×990 from the Hyperion
HSI and Sentinel-2A MSI respectively, in our study, with
the pairs of sub-image patches spatially registered.

4.2. Methods Compared and Evaluation Metrics
Used

Five state-of-the-art HSI-SR approaches are taken for
comparison, including: UTV-TD [37], UAL [44], BRRes-
Net [16], CMHF-Net [35], and UAL-DMI [33]. UTV-TD is
a tensor-based technique; UAL, BRResNet, CMHF-Net fall
into the category of the DL-based methods; and UAL-DMI
can be regarded as an upgraded version of UAL.

Four quantitative quality metrics are employed for per-
formance evaluation, including peak signal-to-noise ratio
(PSNR), spectral angle mapper (SAM), erreur relative glob-
ale adimensionnelle de synthèse (ERGAS, namely error rel-
ative global dimensionless synthesis), and structure similar-
ity (SSIM). The smaller ERGAS and SAM are, the larger
PSNR and SSIM are, and the better the fusion result is.

4.3. Implementation Specification

All DL-based methods are trained on the same datasets.
For those compared methods, we use the publicly avail-
able source codes with default hyper-parameters as given in
the corresponding research papers. Our HSR-Diff is imple-
mented on the PyTorch framework. The learnable param-
eters of the CDFormer are initialized with Kaiming initial-
ization [14] and trained on 2 NVIDIA GeForce GTX 3090s.
The number of its channels is set to 256. We utilize the
Adam optimizer with β1 = 0.9 and β2 = 0.999 to optimize
the CDFormer. With limited GPU memory, the batch size
is set to 4 and 2 for 1282 and 5122 images, respectively. It
costs 20000 epochs on the CAVE and PaviaU datasets while
consuming 5000 epochs on the Chikusei dataset. The learn-
ing rate is set as 1× 10−4.

Dataset Methods PSNR ↑ SSIM ↑ SAM ↓ ERGAS ↓
UTV-TD 38.66 0.9799 7.98 0.329
UAL 40.55 0.9933 4.33 0.271

CAVE BRResNet 41.36 0.9929 4.70 0.250
32× CMHF-Net 42.54 0.9939 4.69 0.216

UAL-DMI 42.74 0.9950 3.79 0.213
HSR-Diff 44.33 0.9951 3.71 0.179
UTV-TD 44.46 0.9952 1.80 1.236
UAL 45.42 0.9964 1.54 1.148

PaviaU BRResNet 45.53 0.9965 1.53 1.111
4× CMHF-Net 45.77 0.9965 1.50 1.096

UAL-DMI 45.68 0.9966 1.49 1.113
HSR-Diff 46.47 0.9977 1.45 1.053
UTV-TD 48.38 0.9989 0.99 1.303
UAL 56.18 0.9998 0.49 0.421

Chikusei BRResNet 56.79 0.9998 0.46 0.366
4× CMHF-Net 55.99 0.9998 0.50 0.483

UAL-DMI 56.57 0.9998 0.47 0.387
HSR-Diff 57.34 0.9999 0.43 0.324

Table 1: Averaged PSNR, SSIM, SAM, and ERGAS
of compared methods on CAVE, PaviaU, and Chikusei
datasets.

4.4. Comparisons with State-of-the-art Methods
In this set of experiments, the evaluations are carried out

using the first three datasets listed above without involving
the real-world dataset, HypSen (which will be dealt with in
the next section).

Qualitative Comparison. To assess the performance of
HSR-Diff qualitatively, we visualize example bands of HSIs
in Figures. 6, 7, and 8. It can be seen from these visual
results that all compared methods produce satisfactory out-
comes. In particular, HSR-Diff generates gives the best re-
sult with minor errors since the corresponding MSE (mean
squared error) images are much clearer than the others.

Quantitative Comparison. To further verify the superior
performance of the proposed HSR-Diff, quantitative results
are presented in Table 1. Note that the performance indices
on the CAVE and Chikusei datasets are averaged over all
testing samples (12 samples for CAVE and eight samples
for Chikusei), respectively. It can be inferred from the re-
sults that the proposed HSR-Diff surpasses all competitors
with a clear margin on all evaluation metrics.

4.5. Ablation Study
Effect of conditional diffusion models. Much of the
early work on HSI-SR was based on the use of regres-
sion models. To compare the effects of the diffusion and
regression models, we train regression models containing
the CDFormer. Note that the loss function, optimizer, and



(a) UTV-TD (b) UAL (c) BRResNet (d) CMHF-Net (e) UAL-DMI (f) HSR-Diff (g) Ground truth

Figure 6: Visual quality comparison for fused HSIs of all competing methods on CAVE, where first and second rows show
fourth band and corresponding heatmaps (mean squared error), respectively.

(a) UTV-TD (b) UAL (c) BRResNet (d) CMHF-Net (e) UAL-DMI (f) HSR-Diff (g) Ground truth

Figure 7: Visual quality comparison for fused HSIs of all competing methods on PaviaU, where first and second rows show
81st band and corresponding heatmaps (mean squared error), respectively.

(a) UTV-TD (b) UAL (c) BRResNet (d) CMHF-Net (e) UAL-DMI (f) HSR-Diff (g) Ground truth

Figure 8: Visual quality comparison for fused HSIs of all competing methods on Chikusei, where first and second rows show
67th band and corresponding heatmaps (mean squared error), respectively.

hyper-parameters are all the same as the conditional diffu-
sion models. Figure 10 presents the fused results and cor-
responding error maps of utilising HSR-Diff and regression
models. As can be seen from the error maps, the HSIs pro-
duced by HSR-Diff have less distortion than those by the

regression models. This is because HSR-Diff works with a
series of iterative refinement steps, facilitating the capture
of richer information on data distributions of HR-HSIs.



(a) HSI (b) UTV-TD (c) UAL (d) BRResNet (e) CMHF-Net (f) UAL-DMI (g) HSR-Diff

Figure 9: Visual fusion results of all competing methods for HypSen.

(a) Regression (b) HSR-Diff (c) Ground truth

Figure 10: Fusion results (32×) for HSR-Diff and Regres-
sion on the thread spools image of CAVE.

Dataset Network PSNR ↑ SSIM ↑ SAM ↓ ERGAS ↓

CAVE
32×

U-Net 38.84 0.9797 7.32 0.318
C-w/o-SR 43.74 0.9942 3.94 0.188
CDFormer 44.33 0.9951 3.71 0.179

PaviaU
4×

U-Net 42.75 0.9962 1.75 1.362
C-w/o-SR 46.08 0.9976 1.47 1.080
CDFormer 46.47 0.9977 1.45 1.053

Chikusei
4×

U-Net 47.63 0.9980 1.20 1.794
C-w/o-SR 56.68 0.9999 0.46 0.425
CDFormer 57.34 0.9999 0.43 0.324

Table 2: Ablation study on CDFormer.

Effect of CDFormer. Recall that CDFormer is condi-
tioned on the hierarchical representations of HR-MSI and
LR-HSI via a two-stream architecture. However, alternative
outstanding diffusion models [15, 27] that are also excellent
for conditional image generation are equipped with CNN-
based U-Nets, where degenerated images are concatenated
with noisy high-resolution output images. To show the ef-
fectiveness of hierarchical representations, we remove the
SR stream of CDFormer and name the resulting network
“C-w/o-SR”. In addition, we compare CDFormer with a
CNN version of CDFormer that replaces all S2TL with con-
volutional layers and show its results as “CDCNN” in Table
2. The quantitative results show the use of CDFormer per-
forms better than CDCNN, demonstrating the effectiveness

Dataset Methods PSNR ↑ SSIM ↑ SAM ↓ ERGAS ↓
CAVE
32×

Fixed 43.17 0.9927 4.99 0.203
Progressive 44.33 0.9951 3.71 0.179

PaviaU
4×

Fixed 45.06 0.9970 1.63 1.173
Progressive 46.47 0.9977 1.45 1.053

Chikusei
4×

Fixed 55.92 0.9999 0.50 0.453
Progressive 57.34 0.9999 0.43 0.324

Table 3: Ablation study on progressive learning.

of global statistics. Indeed, with the two-stream architec-
ture, CDFormer offers the best results thanks to the use of
hierarchical features.

Effect of progressive learning. Progressive learning
helps CDFormer to capture long-range dependencies of
spatio-spectral information in HR-HSIs. To illustrate the
effect of progressive learning, we train the CDFormer
with fixed patches (1282 for CAVE and Chikusei; 642

for PaviaU) with the results shown under the heading of
”Fixed” in Table 3. As can be seen, progressive learning
(from 1282 to 5122 for CAVE and Chikusei; from 642 to
1282 for PaviaU) provides better results than training with
fixed patches.

4.6. Generalization Analysis on Real Dataset
To examine the generalization ability of the implemen-

tations following the proposed approach, we test the perfor-
mance of all competitors on the real-world HypSen dataset
[39]. Due to the lack of an ideal HR-HSI to train deep neu-
ral networks, we utilize the networks trained on the PaviaU
dataset to merge observed LR-HSI and the corresponding
HR-MSI. In addition, interpolation is applied to addressing
the problem of an inconsistent number of bands between
datasets. The fusion results of all compared methods are
visualized in Figure 9, from which it can be seen that our
method generates rich details, attaining satisfactory quality.

5. Conclusion
In this paper, we have presented the novel HSR-Diff ap-

proach that initializes an HR-HSI with pure Gaussian noise
and then, iteratively refines it subject to the condition of the
LR-HSIs and HR-MSIs of interest. At each step, the noise
is removed with CDFormer which exploits the hierarchical



representations of HR-MSIs and LR-HSIs rather than the
original images. In addition, we employ a progressive learn-
ing strategy to maximize the use of the global information
of full-resolution images, where CDFormer is trained on
small patches in the early epochs with high efficiency while
on the global images in the later epochs to obtain the global
statistics. Systematic experimental investigations have been
conducted, on four public datasets to validate the superior
performance of the proposed approach, in comparison with
state-of-the-art methods. For future work, we will try to
resolve the challenging issue of the relatively low image-
generation efficiency of HSR-Diff.
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