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Figure 1. We present a method that produces an HDR 360° environment map (top right insets) from regular images (background) captured
indoors (left) or outdoors (right) with any camera. Our method increases the realism of reflections in specular materials such as metals and
plastics. Our approach simultaneously estimates the light sources in the environment beyond the camera frame and models them as HDR
spherical gaussians, ready for use as HDRI in a renderer. This increases realism without user interaction when inserting virtual objects
(left: vase, glasses, spheres, handbag, hand sanitizer, right table; right: spheres, sofa). Our parametric lighting representation makes it easy
for users to add, remove, and edit lights in the environment, which will plausibly react to those edits.

Abstract

Because of the diversity in lighting environments, ex-
isting illumination estimation techniques have been de-
signed explicitly on indoor or outdoor environments. Meth-
ods have focused specifically on capturing accurate energy
(e.g., through parametric lighting models), which empha-
sizes shading and strong cast shadows; or producing plau-
sible texture (e.g., with GANs), which prioritizes plausible
reflections. Approaches which provide editable lighting ca-
pabilities have been proposed, but these tend to be with
simplified lighting models, offering limited realism. In this
work, we propose to bridge the gap between these recent
trends in the literature, and propose a method which com-
bines a parametric light model with 360° panoramas, ready

*Research partly done when Mohammad Reza was an intern at Adobe.

to use as HDRI in rendering engines. We leverage recent
advances in GAN-based LDR panorama extrapolation from
a regular image, which we extend to HDR using parametric
spherical gaussians. To achieve this, we introduce a novel
lighting co-modulation method that injects lighting-related
features throughout the generator, tightly coupling the orig-
inal or edited scene illumination within the panorama gen-
eration process. In our representation, users can easily
edit light direction, intensity, number, etc. to impact shad-
ing while providing rich, complex reflections while seam-
lessly blending with the edits. Furthermore, our method en-
compasses indoor and outdoor environments, demonstrat-
ing state-of-the-art results even when compared to domain-
specific methods.
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1. Introduction

The realistic blending of virtual assets in real imagery is
required in many scenarios, ranging from special effects to
augmented reality (AR) and advanced image editing. In this
context, “getting the lighting right” is one of the key chal-
lenges. Image-based lighting [7] can be employed to solve
this problem, but it requires physical access to the scene
and specialized equipment. In an attempt to automate this
process, techniques that learn to predict lighting directly
from captured imagery have been proposed. While earlier
approaches relied on engineered features [26], they have
since been replaced by learning-based techniques [21, 13].
Driven by the popularity of on-device AR applications, this
line of research has recently attracted much attention, and
several trends have emerged in the literature.

Perhaps the most popular trend, naturally, has been to de-
velop richer, more expressive lighting representations to im-
prove the accuracy of lighting estimations. The seemingly
most popular representation is environment maps (equirect-
angular images representing the entire field of view in
360°) [13, 43, 29, 20, 42, 47], but others have been ex-
plored as well, including spatially-varying spherical har-
monics [14], parametric light sources [21, 60, 12], dense
spherical Gaussians in 2D [30] or 3D [50], sparse spherical
gaussians [57, 55], sparse needlets [56], multi-scale volume
of implicit features [44], and full neural light fields [49].
Recently, hybrid approaches combining environment maps
and a single parametric light have also been proposed [51].

Another identifiable trend has been to create domain-
specific approaches to design the representation and/or ap-
proach specifically for a target domain. The most com-
mon way of defining a domain has been to explicitly
consider indoor (e.g., [13, 14, 30, 50]) vs outdoor (e.g.,
[26, 21, 60, 20, 64]) domains. Of note, Legendre et al. [29]
proposed what is perhaps the only method in the literature
that works for both indoor and outdoor scenes.

A third, more recent trend are user-editable methods,
where the goal is to employ or design a lighting represen-
tation that can easily be understood and modified by a user.
For example, parametric models [21, 60, 12] represent the
dominant light sources using intuitive parameters (e.g., po-
sition, intensity, etc.) that can be interacted with easily, but
fail to generate realistic reflections. Methods based on hy-
brid models [51] or GAN inversion [47] have demonstrated
promising results, but are either limited to a single light
source [51] or employ a slow optimization process [47].

In this paper, we present a single, coherent framework
that unifies these three main trends. Our approach, dubbed
EverLight, predicts a rich light representation in the form of
a highly detailed 360° environment map; is domain-generic
as it works on both indoor and outdoor scenes seamlessly;
and is editable, as it estimates individual HDR light sources
from the image which can synthesize both realistic shad-

ing and reflections (see fig. 1). EverLight is, to the best
of our knowledge, the first editable HDR lighting estima-
tion technique that works on both indoor and outdoor scenes
seamlessly. Our work bridges the gap between HDR para-
metric lighting estimation and high-resolution field of view
extrapolation by introducing a novel editable lighting co-
modulation technique, which combines the flexibility and
intuitiveness of parametric lighting models with the genera-
tive power of GANs. Extensive experiments demonstrate
that EverLight either compares favorably or outperforms
indoor- and outdoor-specific approaches, both qualitatively
and quantitatively.

2. Related work

Field of view extrapolation Several image-based tech-
niques [9, 8, 3, 16] were proposed to extend images be-
yond their original frame by re-using their content. Since
the inception of generative imaging [38, 22, 46], learning-
based methods have delivered increasingly promising re-
sults for image inpainting and extrapolation tasks. Of note,
CoModGAN [61], proposes to convert unconditional gen-
erators such as StyleGAN [23] to conditional models by co-
modulating both conditional inputs and the stochastic style
representation throughout the generator. Karimi et al. [6]
extended this architecture to 360° panorama extrapolation
from regular field of view images. Similarly, Akimoto et
al. [1] suggest performing panorama extrapolation using a
two-stage GAN and a transformer-based architecture [2].
Kulkarni et al. [24] propose to use implicit radiance fields
(NeRF [35]) coupled with a cross-domain embedding [37]
to fill the occluded regions of the scene semantically.

Dynamic range extrapolation Cameras capture a limited
dynamic range, resulting in saturated pixels when the radi-
ance is outside this range. Over the years, methods have
been developed [10, 11, 34, 32, 53] to recover the origi-
nal values from those saturated pixels. Of note, Zhang and
Lalonde [59] propose a method to extend the dynamic range
for outdoor 360° panoramas, recovering the correct sun in-
tensity according to the weather conditions.

Single image lighting estimation and modeling Illumi-
nation estimation was first approached for outdoor envi-
ronments using explicit cues like detected shadows on the
ground and shading on vertical walls [28, 27]. Later, deep
learning methods were developed to replace these explicit
cues, leveraging either parametric sky models [21, 60, 54]
or non-parametric representations [29, 20, 64, 45].

Indoor lighting estimation has also received much atten-
tion in the literature, initially proposing to model the light as
HDR panoramas or environment maps [ 13, 43,42, 47]. This
representation has the advantage of providing high-quality



param. fit
(sec. 4.2)

Light predictor
(sec. 4.2)

Predicted lighting

Input image

User adjustments to
lighting parameters

Predicted lighting

Edited (position+intensity) Edited (removed)

Figure 2. Overview of our proposed approach. Our method accepts as input a single image (left), and produces a parametric lighting
representation. The image and predicted lighting are both fed to a GAN which generates a highly detailed, high dynamic range environment
map (right, top), which can be used to render virtual scenes realistically (right, bottom). The lighting representation can be intuitively edited
by a user to produce controllable relighting results, such as moving the sun around (right, middle), or removing it entirely (far right). The

parametric lighting representation is shown as insets on the renders.

textures for reflections. Spherical harmonics [39, 33, 14, 62]
and spherical gaussians [12, 30, 57, 55] are common alter-
natives. Lighting estimation has also been studied exhaus-
tively as part of inverse rendering methods [4, 41, 40, 30,

, 49, 31, 63]. The lighting representation of those meth-
ods is typically dense (either spatial or volumetric).

Editable lighting estimation All these aforementioned
lighting representations, while more and more accurate, are
typically intricate for users to edit. Notable exceptions are
parametric models [21, 60, 12] that are intuitive but lack re-
alism for reflections. Recently, Weber et al. [51] proposed
to condition the texture generation with a single paramet-
ric light but are limited to indoor environments. Similarly,
[47] can generate editable results, but rely on an expensive
GAN inversion technique. In contrast, we propose an ed-
itable lighting estimation technique which generates high
quality reflections, can handle more than one dominant light
source, and requires a single forward pass in our network.

3. Background
3.1. Image formation

As in [42], we frame HDR lighting estimation as
out-painting in a latitude-longitude (or equirectangular)
panoramic representation. We warp the input image I to
a 360° panorama X € RH¥*WX3 \where H and W are the
panorama height and width respectively (W = 2H), ac-
cording to a simple pinhole camera model (with common
assumptions: the principal point is the image center, neg-
ligible skew, unit pixel aspect ratio [18]). We also assume
knowledge of the camera parameters (field of view and cam-
era elevation and roll) as in [17, 1, 42, 6].

3.2. Style co-modulation

We base our approach on the style co-modulation frame-
work of Zhao et al. [601], adapted to the case of 360° fov
extrapolation by Karimi et al. [6], which we briefly sum-
marize here for completeness and illustrate in fig. 3a. The

input, partially observed panorama X is given as input to an
image encoder &;, whose output is combined to that of the
mapper M via an affine transform A:

w = A(Ez(X),M(Z)) ’ (1)

where z ~ N(0,1) is a random noise vector, and w’ is
the style vector modulating the generator G. The output of
&;(X) is also provided as the input tensor to G. Finally, the
known portion of the input panorama X is composited over
the output of the synthesis network Y’ to obtain the final
result Y (we use the hat (") notation to denote an output of
our method). This ensures both the observed image and the
user-edited lights are preserved by the method.

4. Editable lighting co-modulation
4.1. Method overview

Fig. 2 presents a broad overview of our method for es-
timating a highly detailed, editable HDR lighting environ-
ment map from a single image. At the heart of our method is
a novel editable lighting co-modulation mechanism, which
is illustrated in greater detail in fig. 3b. A light predic-
tion network £ produces an HDR light environment map
E € RTXW>3 from the input partially-observed panorama
X. The light map is then converted to a parametric light-
ing form p, which can, optionally, be intuitively edited by a
user to obtain p.. It is then rendered back to a panorama
E. € REXWX3 pefore being fed to a light encoder &,
whose output is concatenated to the other vectors produced
by the image encoder &; and mapper M before being given
to the affine transform A. This modulates the style injection
mechanism of the generator with information from the in-
put image, the random style, and the lighting information,
hence the entire style co-modulation process becomes

w' = A (£(X). M(2) E(B.) ) @

Finally, the (edited) light mapA]:]e is also composited with
Y’ to produce the final result Y.
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(a) Co-modulation [61, 6] (b) Editable lighting co-modulation
Figure 3. Overview of our proposed editable lighting co-
modulation method. The input image I is first warped according to
its (known) camera parameters to a 360° panorama X via a (non-
trainable) warp. (a) As proposed in [61, 6], an image encoder
&i co-modulates (with the mapper M) the generator network G
according to X. Here, A denotes a (learnable) affine transforma-
tion. (b) Our editable light co-modulation method first estimates
an HDR light map E from the warped image X through a light
predictor £. The light map is converted to a parametric model p
and can optionally be edited by a user to obtain p. before being re-
rendered to an image E. and injected in the style co-modulation
mechanism via a light encoder &;. Our proposed novel compo-
nents are highlighted in blue.

4.2. Lighting representation prediction

Parametric lighting representation p Similar to [12,

], we model the dominant light sources in a scene as
isotropic spherical gaussians. Given a set of K spherical
gaussians, light intensity L(w) along (unit) direction vector
w € S? is given by

K
L(w; {er, & o1 }i1) = ) erGlwié o), ()

k=1

where G(w;€,0) = exp (-5 (1 —w-£)). Here, K de-
notes the number of individual light sources, c;, the RGB
intensity of each light source. &, € S? and o, € R! control
the direction and bandwidth of each light source, respec-
tively. Each light source is represented by three parameters
p = {ck, &k, ok }. This compact, parametric form of spher-
ical gaussians makes them suitable for editing: users can
easily understand and modify their parameters. After edit-
ing, the spherical gaussians are rendered to an image format
E. using eq. (3) before being given to the light encoder &;.

Light predictor £ Directly predicting multiple para-
metric lights requires a complex 2-stage training proce-

dure [12], which can be simplified if only a single dominant
light is recovered [51]. Here, we instead train a network £
to predict the light sources in an image format (akin to the
first stage of [12] and [42]).

Spherical gaussian fitting To obtain the parameters p
from both the predicted light map E and real panoramas E,
we employ the following procedure. We first threshold the
HDR values on which we compute their connected compo-
nents. We initialize the gaussians position &, and intensity
at the center of mass and the maximum intensity of each
connected component, respectively. We initialize all gaus-
sian bandwidths with a fixed o = 0.45. We obtain the light
parameters p by optimizing the L2 reconstruction error over
every pixel of the panorama 2 as

p=argmin Y A |L(w;p) — BW)| + lreg(P), (4)
p wWEN

where A; acts as a loss scaling factor and /. (p) is a reg-
ularizing term stabilizing the optimization over light vector
length, intensity, bandwidth, and color (see supplementary
for more details). We use non-maximal suppression to fuse
overlapping lights during the optimization.

4.3. Data

To train our light predictor and generator, we employ
a dataset consisting of 360° real captured panoramas pur-
chased from 360cities'. We split our dataset into 239 064,
1000, and 1000 different panoramas for train, validation,
and test purposes, respectively. We extend the dynamic
range of the panoramas to HDR using the method of Zhang
et al. [59] trained on the Laval indoor, outdoor, and sky
HDR databases [25, 13, 20].

4.4. Implementation details

We implement our lighting co-modulation, light predic-
tor, and spherical gaussian fitting algorithm using PyTorch
[36]. We train our image encoder &;, mapper M, light en-
coder &, and panorama generator G simultaneously using
Adam with a learning rate of 0.002 for four days on eight
A100 GPUs. We implement our light predictor with a UNet
with fixup initialization [ 5, 58] for 12 hours on four A100
GPUs. The light predictor network contains five downsam-
pling layers and one bottleneck layer. We use the cosine
blurring filter of [13] and compute the losses in log domain
to further stabilize the training of our light predictor. Our
gaussian fitting algorithm optimizes the light parameters p
using stochastic gradient descent without momentum and a
learning rate of 5 x 10~4. We leverage a learning rate re-
duction strategy that reduces it by two for every 20 epochs
the loss did not improve. For its initialization, we first blur

Ihttps://360cities.net
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the panorama with a gaussian filter ¢ = 3, then threshold it
to its 98.5" percentile and use A\; = 1/50.

5. Experiments

We now evaluate our EverLight method against the re-
cent state of the art. Because most previous methods are de-
signed either for indoor or outdoor lighting, we separate the
experiments accordingly. One notable exception is the work
of Legendre et al. [29] which works across both domains—
however, since neither code nor data are available we unfor-
tunately could not include it in the evaluation.

5.1. Evaluation on indoor images

Quantitative comparison We first demonstrate that our
model performs either on par or better than the state of the
art on quantitative metrics evaluated on indoor images. For
the evaluation protocol, we follow [51] and rely on the test
set provided by [13]. For each of the 224 panoramas in the
test split, we extract 10 LDR images using the same sam-
pling distribution as in [13], for a total of 2,240 images for
evaluation. Each image is given as input to a technique,
and the resulting lighting representation is used to render
a virtual scene composed of 9 diffuse spheres on a ground
plane, seen from above (see [51]). The following metrics
are then computed on the resulting renders: RMSE and its
scale-invariant version (siRMSE) [4], RGB ang. [29], and
PSNR. In addition, we also report the FID [19] computed
directly on the lighting representation expressed in equirect-
angular format. To avoid overly favoring techniques trained
and evaluated on the Laval Indoor HDR Dataset [13], we ex-
tend the evaluation from [51] and compute the FID against
a test set of 1,093 unique indoor panoramas including the
Laval Indoor HDR test set [13] (305), indoor panoramas
extracted from [5] (192), and 360cities test set [6] (596).
We compare EverLight to the following methods. Two
versions of [12] are compared: the original (3) where three
light sources are estimated, and a version (1) trained to pre-
dict a single parametric light. We also compare to Light-
house [44], which expects a stereo pair as input, but we gen-
erate a second image with a small baseline using [52] (vi-
sual inspection confirmed this yields results comparable to
the published work). For [14], we select the coordinates of
the image center for the object position. For [42], we imple-
mented their proposed “Cluster ID loss”, and tonemapping
but used pix2pixHD [48] as backbone. We compare against
EMLight [57] and StyleLight [47] with the provided code.
Finally, we also include [51], and the recent work of [6] as
a state-of-the-art (LDR) field of view extrapolation method.
Tab. 1 shows the quantitative comparison results on in-
door scenes. Our method achieves a strong balance be-
tween rendering scores (left) and FID (right). Notably,
its FID is only slightly above (78.90 vs 65.98) that of
ImmerseGAN [6], which shows that adding the control-

Table 1. Quantitative comparative metrics for indoor images. The
metrics si-RMSE, RMSE, RGB ang., and PSNR (left) are com-
puted on (tonemapped) renderings of a diffuse scene, and FID
(right) on the estimated environment maps directly. Each row is
color-coded as best and second best . We also highlight the
methods which produce lighting representations that can be inter-
preted and edited by a user (“Edit.”).

si-RMSE | RMSE | RGB ang. PSNR4+ FID Edit.

EverLight (ours) ~ 0.091 0238  6.36° 10.03 78.90 yes
StyleLight [47] 0123 0316 7.09° 1235 78.55 yes
Weber'22 [51] 0079 0.196 4.08° 12.95 130.13 yes
Gardner’19 (1) [12]  0.099 0229  4.42° 1221 410.12 yes
Gardner'19 (3)[12] 0.105 0507  4.59°  10.90 386.43 yes
Gardner'17[13]  0.123  0.628  8.29°  10.22 253.40 no

Garon’19 [14] 0.096 0.255  8.06° 9.73 32451 no
Lighthouse [44] 0.121  0.254  4.56° 9.81 174.52 no
EMLight [57] 0.099 0.232  3.99° 10.34 13597 no

EnvmapNet! [42]  0.097 0286  7.67°
ImmerseGAN [6] 0.094 0226 8.61°

11.74 221.85 no
10.72 6598 no

t Only their proposed ClusterID loss and tonemapping.

lable spherical gaussian lighting on the generated panora-
mas does not significantly affect their realism. While our
results are on par with StyleLight [47], our feed-forward
method does not require any time-consuming GAN inver-
sion process, which takes around 0.07 seconds on a GeForce
RTX 2070 GPU (versus 58 seconds for StyleLight [47]).
Furthermore, the next best methods have much higher FID:
Weber’22 [51] with 130.13, and EMLight [57] with 135.97.

Qualitative evaluation We present qualitative results in
fig. 4, where a virtual scene rendered with the correspond-
ing lighting predictions for each technique are shown. To
best illustrate the impact of HDR lighting (shading, shad-
ows) and reflections, we render a scene composed of 3
spheres with varying reflectance properties (diffuse, mir-
ror, glossy) on a flat diffuse ground plane. In addition,
a tonemapped equirectangular view of the estimated light
representation is provided under each render. While Im-
merseGAN [0] yields highly realistic reflections, all renders
obtained with this method are devoid of contrast, strong
shading, and shadows since its output is LDR. The qual-
ity of the shading and shadows obtained with EverLight is
qualitatively similar to those of StyleLight [47] and We-
ber’22 [51], despite these techniques being trained solely
for indoor images, on the Laval Indoor HDR dataset.

5.2. Evaluation on outdoor images

We now evaluate on outdoor environments. Note that our
method has not changed: the exact same EverLight model
works interchangeably on indoor and outdoor images.

Quantitative evaluation Here, we rely on the outdoor
panoramas from the [5] dataset, which contains 839 unique
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Figure 4. Qualitative rendering results for indoor scenes. We compare against the recent literature on single image lighting estimation,
from left to right: Gardner et al. 2017 [13], Gardner et al. 2019 (with 3 parametric lights) [12], EMLight [57], Lighthouse [44], Garon et
al. 2019 [14], ImmerseGAN [6], StyleLight [47], and Weber et al. 2022 [51]. Our results are shown in the last column. All methods with
editable lighting capabilities are indicated with *. From a given input crop (left), we show a render of a scene composed of three spheres
(diffuse, mirror, glossy) on a diffuse ground plane (first row), and the corresponding estimated lighting (in equirectangular format) below.

outdoor panoramas. For each panorama in this set, we
extract three LDR images with the azimuth of hy €
{0,120, 240}°, for a total of 2,517 images for evaluation.
As in sec. 5.1, each image is given as input to a technique,
and the resulting lighting representation is used to render the
same virtual scene. The same metrics are reported as well,
except that the FID is computed on the outdoor test set de-
scribed above. This time, we compare against the work of
Zhang et al. [60], who proposed a method for predicting the
parameters of an outdoor sun+sky lighting model [27]. We
also include ImmerseGAN [6] as it was trained to extrapo-
late the field of view of outdoor images as well. Tab. 2 re-
ports the quantitative comparison results on outdoor scenes.
Here, our method vastly outperforms the previous outdoor-
specific technique of Zhang’19 [60] on all metrics.

Qualitative evaluation Corresponding qualitative results
are presented in fig. 5, where a virtual scene rendered with
the corresponding lighting predictions for each technique
are shown. While the lighting representation employed by
[60] is able to produce very strong shadows, the predicted
lighting always results in almost-constant gray skies, which

Table 2. Quantitative comparative metrics for outdoor images. The
metrics si-RMSE, RMSE, RGB ang., and PSNR (left) are com-
puted on (tonemapped) renderings of a diffuse scene, and FID
(right) on the estimated environment maps directly. Each row is
color-coded as best and second best . We also highlight the
methods which produce lighting representations that can be inter-
preted and edited by a user (“Edit.”).

si-RMSE | RMSE | RGB ang.  PSNRy FID| Edit.
EverLight (ours) 0.163  0.469  8.53° 10.03 38.44 yes

Zhang’19 [60] 0225 1.058 11.80° 5.31 449.49 yes
ImmerseGAN [6] 0.174  0.332  9.26° 11.02 37.05 no

results in somewhat neutral renderings. ImmerseGAN [6],
on the other hand, creates much more lively renderings,
which however lack shadows and shading. Our method
bridges these two works and offers results which combine
the best of both worlds: realistic reflections with more pro-
nounced shading and cast shadows.

5.3. Editing the estimated lighting

Because our approach estimates a set of parametric light
sources as spherical gaussians (c.f. sec. 4.2), a user can intu-



Zhang’19* [60] ImmerseGAN [6] EverLight (ours)*

Figure 5. Qualitative rendering results for outdoor scenes. We
compare against, from left to right: Zhang et al. 2019 [60], and
ImmerseGAN [6]. Our results are shown in the last column.
All methods with editable lighting capabilities are indicated with
*. From a given input crop (left), we show a render of a scene
composed of three spheres (diffuse, mirror, glossy) on a diffuse
ground plane (first row), and the corresponding estimated lighting
(in equirectangular format) below.

itively edit their properties before generating the panorama
with the generator. We demonstrate editing capability by
showing combinations of input images and desired lighting
in fig. 7. In all cases, the desired spherical gaussians are
realistically blended with the generated panoramas, some-
times even creating compelling interactions such as reflec-
tions on the ground or the sea. We demonstrate additional
editing capabilities such as removing and/or adding light
sources in fig. 6. Compared to StyleLight [47], our method
requires a single forward pass in the network as opposed
to a computationally expensive GAN inversion step. More
importantly, our method works equally well for indoor and
outdoor images, as shown in both figs. 6 and 7.

5.4. Ablation studies

To evaluate the impact of our proposed lighting co-
modulation, we perform an ablation study by removing the
lighting encoder (&; in fig. 3) and compositing the estimated
lighting directly to the generator output. In tab. 3, we re-
port the FID computed on the same test sets as in secs. 5.1
and 5.2. While removing the lighting co-modulation does
not have a noticeable impact for indoor images, in the out-
door case it prevents the generator from realistically blend-
ing the lighting parameters with its surroundings, as illus-
trated qualitatively in fig. 8. Note that we do not perform an
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Figure 6. Qualitative light editing results. For each group of re-
sults (top: indoor, bottom: outdoor), we show the input (image
projected on equirectangular representation), ground truth, auto-
matic estimate (“output”), removing the lights, and adding other
lights. The first row shows the environment map, and second row
the corresponding rendering.

Table 3. Quantitative comparison between our proposed method
with and without lighting co-modulation process in terms of FID.

FID,
outdoor  indoor
Ours 38.44 78.90

No lighting co-modulation 50.29 79.47

ablation on the style co-modulation process from the map-
per M (fig. 3) since [0] show using a feed-forward GAN
without co-modulation [48] leads to mode-collapse-like vi-
sual artifacts.

6. Discussion

We propose a method for estimating lighting from both
indoor and outdoor environments as editable HDR 360°
panoramas from regular images. Doing so effectively
bridges the gap in currently available methods in the lit-
erature, where most methods are specifically designed for
either indoors or outdoors, offer limited editing capabili-
ties, or employ simplified, strictly parametric lighting mod-
els. Our approach enables easy user editing of several key
lighting parameters, including adding and removing lights,
and editing their intensity, color, and direction, while simul-
taneously providing high-quality texture within the HDR
panorama to bring reflections to life when performing vir-
tual object insertion. Notwithstanding being generic to in-
and outdoor environments, our method remains quantita-
tively competitive with domain-specific techniques. We are
hopeful our ideas help reconcile the current schism in in-
door and outdoor lighting estimation in the literature.

Despite providing either state-of-the-art or competitive
results on several aspects of lighting and panorama texture



Figure 7. Qualitative light editing results. Each group of results (left: indoor, right: outdoor) show, on the first column: 3 different
input images projected in equirectangular representation; and on the first row: 4 different lighting configurations. The 3 x 4 image
matrix correspond to the environment map predicted by EverLight for each input/lighting combination. Note how the network learned to
realistically blend the bright light sources with their environments. For example, the virtual light sources create reflections on the ground

(top) and water (below).

Lighting parameters No lighting co-modulation

Figure 8. Ablation study on  the effect of our proposed lighting
co-modulation. Using the lighting co-modulation helps blending
realistically the lighting parameters into the surrounding.

generation, our method bears some limitations that we are
hopeful future work will lift. First, the choice of spheri-
cal gaussians for HDR light sources is a trade-off modeling
adequately the majority of light sources present in scenes
in-the-wild. However, it does not visually represent many
light sources like window panes, or accurately model very
bright sources like the sun [27]. Second, while the part of
our lighting representation that influences shading is flexi-
ble and editable, the panorama texture is currently not ed-
itable. We believe that integrating a guiding system for the
generator, such as in [6], would bring back editability to the
texture part of our representation. Lastly, our light predictor
L is trained on proxy ground-truth data predicted by a net-
work, leading to limited accuracy in light position and in-

tensity. Capturing a large-scale dataset of real ground-truth
HDR environments would likely help improve the accuracy.
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