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Figure 1: Given an RGB image, DECO infers dense vertex-level 3D contacts on the full human body. To this end, it reasons
about the contacting body parts, human-object proximity, and the surrounding scene context to infer 3D contact for diverse
human-object and human-scene interactions. Blue areas show the inferred contact on the body, hands, and feet for each image.

Abstract

Understanding how humans use physical contact to inter-
act with the world is key to enabling human-centric artificial
intelligence. While inferring 3D contact is crucial for mod-
eling realistic and physically-plausible human-object inter-
actions, existing methods either focus on 2D, consider body
Jjoints rather than the surface, use coarse 3D body regions,
or do not generalize to in-the-wild images. In contrast, we
focus on inferring dense, 3D contact between the full body
surface and objects in arbitrary images. To achieve this,
we first collect DAMON, a new dataset containing dense
vertex-level contact annotations paired with RGB images
containing complex human-object and human-scene con-
tact. Second, we train DECO, a novel 3D contact detector
that uses both body-part-driven and scene-context-driven
attention to estimate vertex-level contact on the SMPL body.
DECO builds on the insight that human observers recognize
contact by reasoning about the contacting body parts, their
proximity to scene objects, and the surrounding scene con-

*

equal technical contribution T project lead

text. We perform extensive evaluations of our detector on
DAMON as well as on the RICH and BEHAVE datasets. We
significantly outperform existing SOTA methods across all
benchmarks. We also show qualitatively that DECO gen-
eralizes well to diverse and challenging real-world human
interactions in natural images. The code, data, and models
are available at https://deco.is.tue.mpg. de.

1. Introduction

Humans rely on contact to interact with the world. While
we use our hands and feet to support grasping and locomo-
tion, we also leverage our entire body surface in our daily
interactions with the world; see Fig. 1. We sit on our but-
tocks and thighs, lie on our backs, kneel on our knees, carry
bags on our shoulders, and move heavy objects by holding
them against our bodies. Executing everyday tasks involves
diverse full-body and object contact. Thus, modeling and
inferring contact from images or videos is essential for ap-
plications such as human activity understanding, robotics,
biomechanics, and augmented or virtual reality.
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Inferring contact from images has recently received at-
tention. While some methods infer contact for hands [49],
feet [52], self contact [ 15, 48], or person-person contact [ 14],
others focus on human-scene or human-object contact for the
full body [8, 29]. HOT [&] infers contact in 2D by training
on in-the-wild images with crowd-sourced 2D contact areas,
while BSTRO [29] infers 3D contact on a body mesh and is
trained on images paired with 3D body and scene meshes
reconstructed with a multi-camera system.

In contrast to prior work, we seek to represent detailed
scene contacts across the full body and to infer these from in-
the-wild images as illustrated in Fig. 1. To that end, we need
both an appropriate training dataset and an inference method.
Note that manipulating objects is fundamentally 3D. Thus,
we must capture, model, and understand contact in 3D. Also
note that some contacts support the body, while others do not.
When sitting on a chair and drinking a cup of coffee, the body
is supported by the buttocks on the chair and feet on the floor,
while the coffee cup does not support the body. The former is
critical for physical reasoning about human pose and motion,
while the latter is important to understand how we interact
with objects. The fype of contact is therefore important to
represent. For a method to robustly estimate contact for
arbitrary images we need a rich dataset that combines in-the-
wild images with precise 3D annotations; see Fig. 2. This is
a huge challenge.

To address this challenge, we present a novel method and
a new dataset. We first collect a dataset with 3D contact
annotations for in-the-wild images using a novel interactive
3D labelling tool (Fig. 2). We then train a novel 3D contact
detector that takes a single image as input and produces
dense contact labels on a 3D body mesh (Fig. 1). Training
on our new dataset means that the method generalizes well.

Contact data: To train a 3D contact detector that is both
accurate and robust, we need appropriate training data. How-
ever, existing datasets for 3D contact [3, 25, 29] involve
pre-scanning a 3D scene and estimating 3D human pose
and shape (HPS) of people in the scene. These approaches
are limited in the complexity of the human-scene interac-
tions, the size of the dataset, and very few methods capture
human-object interactions paired with image data [4, 30].
An alternative is to use synthetic data [60], but getting realis-
tic synthetic data of complex human contacts is challenging,
causing a domain gap between the dataset and real images.

In contrast, crowdsourced image annotations support
many tasks in computer vision such as image classifica-
tion [12], object detection [42, 73], semantic segmenta-
tion [28, 42], 2D human pose estimation [, 6], and 3D body
shape estimation [10, 62]. HOT [&] takes this approach for
human-object contact, but the labels are all in 2D, while con-
tact is fundamentally 3D. Consequently, we collect a large
dataset with dense 3D contact annotations for in-the-wild
images, called DAMON (Dense Annotation of 3D huMan
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Figure 2: Sample contact annotations from the DAMON
dataset. Left to Right: RGB image, two views showing
human-supported contact (color-coded by object labels), and
two views showing scene-supported contact.

Object contact in Natural images). We enable this with a
new interactive software tool that lets people “paint” con-
tact areas on a 3D body mesh such that these reflect the
observed contact in images. We use Amazon Mechanical
Turk, train human annotators for our task, and collect a rich
corpus of 3D contact annotations for standard datasets of
in-the-wild images of diverse human-object interactions, i.e.,
V-COCO [22] and HAKE [38]; Fig. 2 shows samples of our
dataset. Note how contact and support regions are distin-
guished as are the semantic labels related to object contact.

Contact detection: As noted in the literature [8, 29], con-
tact areas are ipso facto occluded in images, thus, detecting
contact requires reasoning about the involved body-parts and
scene elements. To this end, BSTRO [29] uses a transformer
[40] with positional encoding based on body-vertex posi-
tions to implicitly learn the context around these, but has
no explicit attention over body or scene parts. HOT [8, 29],
on the other hand, focuses only on 2D, pulls image features,
and processes them with two branches in parallel, a contact
branch and a body-part attention branch; the latter helps the



contact features attend areas on and around body parts.

We go beyond prior work to estimate detailed 3D contact
on the body. Our method, DECO (Dense Estimation of 3D
human-scene COntact in the wild), introduces two technical
novelties: (1) DECO uses not only body-part-driven atten-
tion, but also adds scene-context-driven attention, as well as
a cross-attention module; this explicitly encourages contact
features computed from the image to attend to meaningful
areas both on (and near) body parts and scene elements.
(2) DECO uses a new 2D Pixel Anchoring Loss (PAL) that
relates the inferred 3D contacts to the respective image pix-
els. For this, we infer a 3D body mesh with CLIFF [39]
(SOTA for HPS), detect which vertices of this are in con-
tact with DECO, project the 3D contact vertices onto the
image, and encourage them to lie in HOT’s corresponding
2D contact-area annotations. Note that this brings together
both crowd-sourced 2D and 3D contact annotations.

Experiments: We perform detailed quantitative experi-
ments and find that DECO outperforms BSTRO on the test
sets of RICH and DAMON, when both are trained on the
same data. Ablation studies show that our two-branch archi-
tecture effectively combines body part and scene information.
We also provide ablation studies of the backbone and training
data. We show that the inferred contact from DECO signif-
icantly outperforms methods that compute the geometric
vertex distance between a reconstructed object and human
mesh [74, 83]. Finally, we use DECO’s estimated contact
in the task of 3D human pose and shape estimation and find
that exploiting estimated contact improves accuracy.

Contributions: In summary, our contributions are (1)
We collect DAMON, a large-scale dataset with dense vertex-
level 3D contact annotations for in-the-wild images of
human-object interactions. (2) Using DAMON, we train
DECO, a novel regressor that cross-attends to both body
parts and scene elements to predict 3D contact on a body.
DECO outperforms existing contact detectors, and all its
components contribute to performance. This shows that
learning 3D contact estimation from natural images is possi-
ble. (3) We integrate DECO’s inferred 3D contacts into
a 3D HPS method and show that this boosts accuracy.
(4) Our data, models, and code are available at https:
//deco.is.tue.mpg.de.

2. Related Work
2.1. 2D contact in images

There exist multiple ways of representing human-object
interactions (HOI) and human-scene interactions (HSI) in
2D. Several HOI methods [34, 50, 70, 76, 88] localize hu-
mans and objects as bounding boxes and assign a semantic
label to indicate the interactions between them. However,
the interaction labels focus on action and do not support con-
tact inference. Chen et al. [8] output image-aligned contact

heatmaps and body-part labels directly from the RGB image
by training a regressor on approximate 2D polygon-level
contact annotations. Some approaches learn part-specific
contact regressors for hand [49, 58] and foot [53] contact
but only detect rough bounding boxes around contacting re-
gions or joint-level labels. Such coarse image-based contact
annotations are ambiguous and not sufficient for many down-
stream tasks. We address these limitations by collecting a
large-scale dataset of paired images and accurate vertex-level
contact annotations directly on the 3D SMPL mesh.

Several methods estimate properties related to contact
such as affordances [37, 55, 71], contact forces [01, 80, 87]
and pressure [17, 20, 57]. However, collecting large datasets
with ground-truth object affordances, forces, or pressure is
challenging. Clever et al. [1 1] use simulation and a virtual
pressure mat to generate synthetic pressure data for lying
poses. Tripathi et al. [67] exploit interpenetration of the
body mesh with the ground plane as a heuristic for pressure.
Recent work [18, 61, 80] uses a physics simulator to infer
contact forces. In contrast, we focus on annotating and
estimating 3D contact, which is universal in HOI and is
intuitively understood by annotators.

2.2. Joint- & patch-level 3D contact

Joint-level contact. 3D contact information is useful for
3D human pose estimation [53, 61, 74], 3D hand pose esti-
mation [7, 21, 27], 3D body motion generation [52, 64, 84—

] and 3D scene layout estimation [79]. 3D pose esti-
mation approaches use joint-level contact to ground the
estimated 3D human mesh [16, 25, 78, 81, 83] or en-
courage realistic foot-ground contact to avoid foot-skating
artefacts [31, 52, 59, 84, 89]. PhysCap [0]] and oth-
ers [52, 53, 81, 89] constrain the human pose by predicting
skeleton joint-level foot-ground contact from video. Sev-
eral approaches predict 3D contact states of 2D foot joints
detected from RGB images by manually annotating con-
tact labels [89] or computing contact labels from MoCap
datasets [53, 61]. Rempe et al. [52] extend joint-level contact
estimation to the toe, heel, knee and hands, but use heuristics
such as a zero-velocity constraint to estimate contact from
AMASS [46]. Zhang et al. [84] estimate contact between
foot-ground vertices using alignment of normals between
foot and scene surface points. Such joint-level annotations
cannot represent the richness of how human bodies contact
the world. In contrast DECO captures dense vertex-level
contact across the full body.

Discrete patch-level contact. Pre-defined contact re-
gions or “patches” on the 3D body provide an interme-
diate representation for modeling surface-level contact.
Miiller et al. [48] and Fieraru et al. [15] crowdsource patch-
level self-contact annotations between discrete body-parts
patches on the same individual. Fieraru etal. [14] also
collect patch-level contact between two interacting people.
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While richer than joint-level contact, patches do not model
fine-grained contact. In contrast, the DAMON dataset and
DECO model contact on the vertex level, significantly in-
creasing the contact resolution.

2.3. Dense vertex-level contact

Dense ground-truth contact can be computed if one has
accurate 3D bodies in 3D scenes. For instance, PROX [25],
InterCap [30], and BEHAVE [3] use RGB-D cameras to
capture humans interacting with objects and scenes whereas
HPS [23] uses a head-mounted camera and IMU data to lo-
calize a person in a pre-scanned 3D scene. RICH uses a laser
scanner to capture high-quality 3D scenes and the bodies are
reconstructed using multi-view cameras. GRAB [65] cap-
tures hand-object interactions using marker-based MoCap
but lacks images paired with the ground-truth scene. Such
datasets require a constrained capture setup and are difficult
to scale. An alternative uses synthetic 3D data. HULC [60]
generates contact by fitting SMPL to 3D joint trajectories in
the GTA-IM [5] dataset. The contacts, however, lack detail
and the domain gap between the video game and the real
world limits generalization to natural images.

Several methods infer 3D bodies using dense 3D contact.
PHOSA [83] jointly estimates 3D humans, objects and con-
tacts for a limited set of objects for which there are predeter-
mined, hand-crafted, contact pairs on the human and object.
Other methods optimize the body and scene together using
information about body-scene contact [56, 72, 74, 75, 79].

Some methods predict dense contact on the body mesh.
POSA [26] learns a body-centric prior over contact. Given a
posed 3D body, POSA predicts which vertices are likely to
contact the world and what they are likely to contact. It as-
sumes the pose is given. Closest to our work are BSTRO [29]
and HULC [60], which infer dense contact on the body from
an image. We go beyond these methods by providing a rich
dataset of images in the wild with dense contact labels. More-
over we exploit contextual cues from body parts as well as
the scene and objects using a novel attentional architecture.

3. DAMON Dataset

DAMON is a collection of vertex-level 3D contact la-
bels on SMPL paired with color images of people in uncon-
strained environments with a wide diversity of human-scene
and human-object interactions. We source our images from
the HOT dataset [8] for the following reasons: (1) HOT cu-
rates valid human contact images from existing HOI datasets
like V-COCO [22] and HAKE [38] by removing indirect
human-object interactions, heavily cropped humans, mo-
tion blur, distortion or extreme lighting conditions; (2) HOT
contains 15082 images containing 2D image-level contact
annotations, which are complementary to the dense 3D con-
tact annotations in our dataset. Example images and contact
annotations from the DAMON dataset are shown in Fig. 2.

3.1. Types of contact

While existing HOI methods and datasets typically treat
all contacts the same way, human contact is more nuanced.
Physical contact can be classified into 3 categories: (1) scene-
supported contact, i.e., humans supported by scene objects;
(2) human-supported contact, i.e., objects supported by a
human; and (3) unsupported contact, e.g., self-contact [15,

] and human-human contact [14, 16]. Since datasets for
the latter already exist, we focus on the first two categories,
i.e., contact that involves support. Note that labeling contact
in images is challenging. Focusing on support helps reduce
ambiguous cases where humans are close to scene objects
but not actually in contact. We use Amazon Mechanical
Turk (AMT) to crowd-source annotations for DAMON; we
ask people to annotate both human-supported contact for
each individual object and scene-supported contact.

3.2. Annotation procedure

We create a novel user-friendly interface and tool that
enables annotators to “paint” 3D vertex-level contact areas
directly on the human mesh; see the interface in Sup. Mat.
We show the original image with the type of contact to be an-
notated on the left and the human mesh to the right. We then
ask annotators to “paint” contact labels on the Ny = 6890
vertices of the SMPL [44] template mesh, M € R6890%3,

The tool has features such as mesh rotation, zoom in/out,
paint-brush size selection, an eraser, and a reset button. De-
pending on the selected brush size, the tool “paints” contact
annotations by selecting a geodesic neighborhood of vertices
around the vertex currently under the mouse pointer. For a
detailed description of the tool, see video in Sup. Mat.

The tool lets annotators label contact with multiple ob-
jects in addition to the scene-supported contact. For example
annotations, see Fig. 2. For every image, to label human-
supported contact, we cycle through object labels provided
in the V-COCO and HAKE datasets. For scene-supported
contact, we ask annotators to label contact with all support-
ing scene objects, including the ground. We automatically
get body-part labels for contact vertices using SMPL’s part
segmentation. To support amodal contact estimation, we ask
annotators to also label contact regions that may not be visi-
ble in the image but can be guessed confidently. We filter out
ambiguous contact in images such as human-human contact,
human-animal contact, and indirect human-object interac-
tions, such as pointing; for details about data collection and
how we limit ambiguity in the task, see Sup. Mat.

We ensure a high annotation quality with two quality
checks: (1) We detect and filter out the inconsistent annota-
tors; out of 100 annotators we keep only 14 good ones. (2)
We have meta-annotators curate the collected annotations;
images with noisy annotations are then pushed for a re-
annotation. For details about quality control, see Sup. Mat.

We access DAMON’s quality by computing two metrics:
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Figure 3: DAMON dataset statistics. Histogram: contact
object labels (y-axis) and the number of images in which
they are present (x-axis). We crop the plot in the interest of
space; for the full long-tailed plot see Sup. Mat. Pie chart:
object labels are grouped into 7 main categories; inner colors
correspond to the colors in the histogram. Q Zoom in.

(1) Label accuracy: We manually curate from RICH [29]
and PROX [25] 100 images that have highly-accurate 3D
poses and contact labels. We treat these as ground-truth
contact, and compute the IoU of our collected annotations.
(2) Level of annotators’ agreement: We ask annotators to la-
bel the same set of 100 images, and compute Fleiss’ Kappa
(k) metric. For a detailed analysis of results, see Sup. Mat.

3.3. Dataset statistics

Out of HOT’s 15082 images we annotate 5522 images via
our annotation tool (Sec. 3.2); we “paint” contact vertices,
and assign to each vertex an appropriate label out of 84
object (Fig. 3) and 24 body-part labels. An image has on
average 3D contacts for 1.5 object labels. We use HOT’s
train/test/val data splits.

We also show aggregate vertex-level contact probabili-
ties on the SMPL mesh across the whole DAMON dataset in
Fig. 4. The individual body-part close-ups in Fig. 4 show nor-
malized contact probabilities for that body part. It is evident
that, while we typically use our hands and feet for contact,
we also frequently use the rest of our body, especially the
buttocks, back of the head, chest, lips, and ears to interact
with everyday objects. To our knowledge, no such analysis
of full-body contact for in-the-wild images has previously
been reported. This motivates the need for modeling dense
full-body contact.
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Figure 4: Aggregate statistics showing contact probabilities
across the body vertices in the DAMON dataset. The body
part closeups show the contact probabilities normalized for
that body part. Red implies higher probability of contact
while blue implies lower probability. Q Zoom in.
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4. Method: DECO

Contact regions in images are ipso facto occluded. This
makes human-object contact estimation from in-the-wild
images a challenging and ill-posed problem. We tackle this
with a new DEnse COntact estimator, DECO, which uses
scene and part context.

Our contributions are two fold: (1) To reason about the
contacting body parts, human-object proximity, and the sur-
rounding scene context, we use a novel architecture with
three branches, i.e., a scene-context, a part-context, and a
per-vertex contact-classification branch. (2) We use a novel
2D pixel-anchoring loss that constrains the solution space
by grounding the inferred 3D contact to the 2D image space.

4.1. Model architecture

Given an image I € R¥”*Wx3 DECO predicts contact
probabilities on the SMPL [44] mesh. We use SMPL as it
is widely used for HPS estimation [32, 33, 35, 36, 39, 82].
SMPL parameterizes the human body with pose and shape
parameters, ® = [0 € R™ 3 € R!°] and outputs a 3D
mesh M(0,3) € R%90%3 SMPL’s template mesh M
is segmented into J = 24 parts, P, € P, which allows
part-labeling of contact vertices. Moreover, SMPL’s mesh
topology is consistent with the SMPL-H [54] model and has
the same vertices below the neck as the SMPL-X model [29],
making our contact representation widely applicable.

Figure 5 shows DECO’s architecture. Intuitively, contact
estimation relies on both part and scene features as they are
complementary. We use two separate encoders & and &,
to extract scene features F; and body-part features F,. For
the encoder backbone, we use both the transformer-based
SWIN [43] and the CNN-based HRNET [69]. We integrate
scene features Fs and body-part features Fj, via a cross-
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Figure 5: DECO architecture (Sec. 4.1). DECO reasons about body parts, human-object proximity, and the surrounding scene
context. To this end, it uses three branches, i.e., a scene-context, a part-context, and a per-vertex contact-classification branch.
Cross attention guides the features to focus attention on (and around) body parts and scene elements that are relevant for

contact.

attention module inspired by [45, 68]. Previous methods ei-
ther concatenate multi-modal features [47], use channel-wise
multiplication [35], adopt trainable fusion [66] or use bilin-
ear interpolation between multi-modal features [63]. How-
ever, such methods simply combine the multi-modal features
without explicitly exploiting their interactions. In contrast,
DECQO’s cross-attention guides the network to “attend” to
relevant regions in F§ and FJ, to reason about contact.

To implement cross-attention, we exchange the key-value
pairs in the multi-head attention block between the two
branches. Specifically, we initialize the query, key, and value
matrices for each branch i.e. {Q, K5, Vs} = {Fs, Fs, Fs}
for the scene branch and {Q,, K,,, V, } = {F}p, Fp, Fp} for
the part branch. Then we obtain the contact features F. after
multi-head attention as

F. = softmax(QplCz/\/a)Vs, (D
F, = softmax(Qleg/\/a)Vp, (2)
F.=LN(F,0 F,), (3

where C} is a scaling factor [68], ® is the Hadamard operator
and LN represents layer-normalization [2]. We obtain final
contact predictions g, € R899%1 after filtering F, via a
shallow MLP followed by sigmoid activation.

The DECO architecture encourages the scene and part
encoders, & and &,, to focus on relevant features by up-
sampling F; and F}, using scene decoder D, and part de-
coder D, respectively. The output of D; is a predicted scene
segmentation map, X, € RHIXWxNo where N, are the
number of objects in MS COCO [41]. Similarly, we obtain
the part features Xp € REXWX(J+1) from D,, where J are
the number of body parts and the extra channel is for the
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Figure 6: The Pixel Anchoring Loss (PAL) grounds 3D
contact predictions to image pixels by rendering the contact-
colored posed mesh on the image plane. The rendered con-
tact mask is compared with 2D contact ground truth contact
from HOT [§]

background class.
We train DECO end-to-end (Fig. 5) with the loss:

L= welL3P + wpa L25 + we L2 +w, 20, (4)

where £2P is the binary-cross entropy loss between per-
vertex predicted contact §. and ground-truth contact labels
ygt. L£2P and L2P are segmentation losses between the
predicted and the ground-truth masks. We describe ,Cmel in
the following section. Steering weights w are set empirically.

4.2. 2D Pixel Anchoring Loss (PAL)

To relate contact on the 3D mesh with image pixels, we
propose a novel pixel anchoring loss (PAL); see Fig. 6. We
run the SOTA HPS network CLIFF [39] on input image [ to
infer the camera scale s, camera translation, t¢, and SMPL
parameters, € and 3, in the camera coordinates assuming
camera rotation, R® = I3 and body translation, tb =
Using the estimated SMPL parameters, we obtain the posed
mesh M (6, 3,t%), which is colored using DECO-predicted



per-vertex contact probability, ¢., in a continuous and dif-
ferentiable manner. We denote the posed mesh colored with
contact probability by M.. We use the PyTorch3D [51]
differentiable renderer to render M, on the image under
weak perspective, resulting in the 2D contact probability
map, X2, L2 is computed as the binary-cross entropy
loss between X 2P and the ground-truth 2D contact mask
from HOT [8], X 2P.

5. Experiments

Implementation Details. We experiment with both Swin
Transformer [43] and HRNET [69] as backbone architec-
tures for £ and &,. We initialize the two encoder con-
figurations with ImageNet and HRNET pretrained weights
respectively. We obtain pseudo ground-truth scene segmen-
tation masks, X, € RH*xWxNo containing semantic labels
for N, = 133 categories, by running inference using the
SOTA image segmentation network, Mask2Former [9]. To
get ground-truth part segmentations, X, € RIXWx(J+1),
we follow [35] to use the SMPL part segmentation and seg-
ment the posed ground-truth mesh when available (e.g. in
RICH and PROX) into J = 24 parts, rendering each part
mask as a separate channel. Since there are no ground-
truth 3D meshes in DAMON, we obtain pseudo ground-truth
meshes by running the SOTA human pose and shape net-
work, CLIFF [39]. This strategy works better in practice than
using a human-parsing network (e.g. Graphonomy [19]). It
has the advantage of left-right sided part labels, which helps
in circumventing left-right ambiguity. It also retains full-
visibility under occlusion, which allows reasoning about
parts not visible in the original image.

Training and Evaluation. To train DECO, we use the
DAMON dataset along with existing datasets with 3D con-
tact labels: RICH [29] and PROX [25]. We evaluate our
method on the test splits of DAMON and RICH. To evaluate
out-of-domain generalization performance, we also show
evaluation on the test split of BEHAVE [3], which is not
used in training. We follow [29] and report both count-
based evaluation metrics: precision, recall and F1 score and
geodesic error (in cm, see [29] for details). For additional
implementation and training details, please refer to Sup. Mat.

5.1. 3D Contact Estimation

We compare DECO with BSTRO [29] and POSA [26],
both of which give dense vertex-level contact on the body
mesh. Since POSA needs a posed body mesh as input, we
show POSA results when given ground-truth meshes, called
POSAST and meshes reconstructed by PIXIE [13], called
POSAPXIE For a fair comparison, we make sure to use the
same training data splits in all our evaluations.

We report results on RICH-test, BEHAVE-test, and
DAMON-test in Tab. 1. For evaluation on RICH-test, we
train both BSTRO and DECO on the RICH training split

only. This ablates the effect of the DAMON dataset, allow-
ing us to isolate the contribution of the DECO architecture.
As shown in Tab. 1, we outperform all baselines across all
metrics. Specifically, we report a significant ~11% improve-
ment in F1 score and 7.93 cm improvement in the geodesic
error over the closest baseline, BSTRO. Further, we observe
that adding Lmel improves the geodesic error considerably
with only a slight trade-off in F1 score. Here, we reiterate
the observation in [29] that, while POSA matches DECO in
recall, it comes at the cost of precision, resulting in worse
F1 scores. Since POSA does not rely on image evidence and
only takes the body pose as input, it tends to predict false
positives. For qualitative results, see Fig. 7 and Sup. Mat.

Next, we retrain both BSTRO and DECO on all available
training datasets, RICH, PROX and DAMON, and evaluate
on the DAMON test split. POSA training needs a GT body
which is not available in DAMON. This evaluation tests
generalization to unconstrained Internet images. Note that
to train with EiaDl, we include HOT images with 2D contact
annotations even if they do not have 3D contact labels from
DAMON. For these images, we simply turn off £3P. This
is because DECO, unlike BSTRO, is compatible with both
3D and 2D contact labels. DECO significantly outperforms
all baselines and results in an F1 score of 0.55 vs 0.46 for
BSTRO with a 16.18 cm improvement in geodesic error.
Notably, the improvement over baselines when including
PROX and DAMON in training is higher compared with
training only on RICH, which indicates that DECO scales
better with more training images compared to BSTRO.

Finally, we evaluate out-of-domain generalization on the
unseen BEHAVE [3] dataset. BEHAVE focuses on a single
human-object contact per image, even if multiple contacting
objects may be present. The focus on single object-contact
in the GT contact annotations partly explains why most
methods struggle with this dataset. Further, since BEHAVE
does not label contact with the ground, for the purpose of
evaluation, we mask out contact predictions on the feet. As
reported in Tab. 1, we outperform all baselines on both F1
and geodesic error, which indicates that DECO has a better
generalization ability.

5.2. Ablation Study

In Tab. 2 we evaluate the impact of our design choices.
First, we analyze the effect of using a shared encoder for
the scene and the part branch vs separate encoders for
both. Compared to having separate encoders without branch-
specific losses, a single encoder performs better, which can
be attributed to having fewer training parameters. How-
ever, any configuration using £2° or E%D outperforms the
shared encoder. While L;D contributes improvements to
precision, £2P contributes to better recall. This is expected
since, intuitively, attending to body parts helps with inferring
fine-grained contact, whereas scene context helps to reason



Methods RICH [29] DAMON BEHAVE [3]

Precision T Recallt F11 geo.(cm)| | Precision? Recall? F171 geo.(cm) | | Precision?T Recallt F11 geo.(cm) |
BSTRO [29] 0.65 0.66 0.63 18.39 0.51 0.53 0.46 38.06 0.13 0.03 0.04 50.45
POSAPXIE [13 06] 0.31 0.69 0.39 21.16 042 0.34 0.31 33.00 0.11 0.07 0.06 54.29
POSACT[13, 26] 0.37 0.76 0.46 19.96 - - - - 0.10 0.09 0.06 5543
DECO 0.71 0.76 0.70 17.92 0.64 0.57 0.55 21.32 0.25 0.21 0.18 46.33
DECO +L§ﬁ 0.71 0.74 0.69 10.46 0.65 0.57 0.55 21.88 0.27 0.18 0.18 44.51

Table 1: Comparison of DECO with SOTA models on RICH [29], DAMON, and BEHAVE [3]. See discussion in Sec. 5.1.
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Figure 7: Qualitative evaluation of DECO (green), BSTRO (red) and POSAP™XE (blue), alongside Ground Truth (black).

Es &p LED £:D Back. | Pre. t Rec.T F11 geo.(cm) |
shared X X HR 0.68 0.76  0.68 20.85

v 7/ X X HR 0.67 076  0.67 23.54

v v v X HR 0.68 0.75  0.68 18.44

v 7/ X v HR 0.70 0.74  0.68 18.37

v 7/ v v SW 0.68 0.71  0.66 18.54

v o/ v v HR 0.71 0.76  0.70 17.92

Table 2: Ablation study for DECO design choices (Sec. 5.2).
We ablate: (1) using separate or joint encoders for the scene
and body parts, (2) using branch-specific losses, (3) using an
HRNET (HR) or Swin (SW) backbone. Bold denotes best
performance.

about the existence of contact regions. Each one separately
helps with geodesic error, but the best performance comes

when used together, in terms of both F1 score and geodesic
error. Finally, we see that the HRNET backbone outperforms
the Swin backbone. This is likely because HRNET is pre-
trained on human-centric tasks (like our task), whereas Swin
in pretrained on ImageNet image classification.

5.3. Inferred versus geometric contact

An alternative to directly inferring contact, as DECO
does, is to first recover the 3D body and scene and then com-
pute contact geometrically using the distance between the
body and scene [74, 83]. If 3D human and scene recovery
were accurate, this could be a viable alternative to DECO’s
inferred contact. To test this hypothesis we perform an ex-
periment using the two SOTA techniques for 3D human and



object estimation, PHOSA [83] and CHORE [74]. PHOSA
works only on 8 objects, and CHORE works on 13. In con-
trast, DECO supports all 80 object classes in MS-COCO.
Because they are optimization based, PHOSA and CHORE
are slow, taking 4 mins and 66 secs per image respectively.
DECO is real-time and takes 0.012 secs for inference. For
fair comparison, we split the DAMON dataset and evalu-
ate using test sets that include only objects supported by
either PHOSA or CHORE. We reconstruct the human and
object and then recover contact using thresholded distance.
CHORE achieves an F1 score of 0.08 as opposed to DECO’s
score of 0.48. Similarly, PHOSA achieves an F1 score of
0.18 as opposed to DECO’s score of 0.60. Given the current
state of 3D human pose and scene estimation, DECO sig-
nificantly outperforms geometry-based contact estimation.

6. HPS using DECO contacts

Next we evaluate whether contact information inferred by
DECO can be used to improve human pose and shape (HPS)
regression; we do so using the PROX “quantitative” dataset
[25]. PROX uses an optimization method to fit SMPL-X
bodies to images. It further assumes a-priori known 3D
scenes and uses manually-annotated contact regions on the
body to encourage these body vertices to be in contact with
the scene if they are sufficiently close, while penalizing
body-scene penetration.

Specifically, we replace the manually-annotated contact
vertices with the inferred SMPL-X body-part contact ver-
tices from baseline methods as well as the detailed contact
estimated by DECO. For a fair comparison, we follow the
same experimental setup as HOT [8] and evaluate all meth-
ods using the Vertex-to-Vertex (V2V) error. For the “No
contact” setup, we turn off all contact constraints in the op-
timization process. PROX uses the contact regions on the
body from the original method [25]. HOT uses the body-
part vertices from the body-part labels predicted by the HOT
detector. We also report V2V errors when using the ground-
truth (GT) contact vertices. The results in Tab. 3 illustrate
the value of inferring detailed contact on the body.

All baselines in Tab. 3 use PROX’s [25] hyperparame-
ters for a fair comparison. PROX uses a Geman-McClure
robust error function (GMoF) for the contact term (see Eq.4
in [25]), so that the manually-defined contact areas that lie
“close enough” to the scene are snapped onto it. The robust
scale term, pc = be — 02, is tuned for PROX’s naive contact
prediction; this is relatively conservative as PROX uses no
image contact for this prediction. Since DECO takes into ac-
count the image features, and makes a much more informed
contact prediction, we we can “relax’ this robustness term,
and trust the output of DECO regressor more. In Tab. 4 we
report a sensitivity analysis by varying pc with DECO’s con-
tact predictions. The results verify that we can trust DECO’s

Method No PROX HOT DECO GT
Contact [25] [8] Contact Contact
V2v] | 1833 1740 1723 171.6 163.0

Table 3: HPS estimation performance using contact derived
from different sources.

GMoF pc ‘ le-03  5e-02 1le-01 1.0 2.0 3.0 5.0
V2v | ‘180.07 171.6 170.0 169.0 1765 179.6 183.5

Table 4: Sensitivity analysis for the pc value in the Geman-
McClure error function (GMoF) of the contact term.

contacts more, and that there is a sweet spot for po = 1.0.
This suggests that exploiting inferred contact is a promising
direction for improving HPS estimates.

7. Conclusion

We focus on detecting 3D human-object contact from a
single image taken in the wild; existing methods perform
poorly for such images. To this end, we use crowd-sourcing
to collect DAMON, a rich dataset of in-the-wild images
paired with pseudo ground-truth 3D contacts on the vertex
level, as well as labels for the involved objects and body parts.
Using DAMON, we train DECO, a novel model that detects
contact on a 3D body from a single color image. DECO’s
novelty lies in cross-attending to both the relevant body parts
and scene elements, while it also anchors the inferred 3D
contacts to the relevant 2D pixels. Experiments show that
DECO outperforms existing work by a good margin, and
generalizes reasonably well in the wild. To enable further
research, we release our data, models and code.

Future work: DECO currently reasons about contact
between a single person, the scene, and multiple objects. Our
labelling tool and DECO could be extended to fine-grained
human-human, human-animal and self-contact. Another
promising, but challenging, direction would be to leverage
captions in existing datasets, or methods that infer captions
for unlabeled images, via large language models (LLM).
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Supplementary Material

A. DAMON Data Collection and Quality

We select images for annotation from the HOT [&] curated
subset of V-COCO [22] and HAKE [38] by filtering out
images containing multiple people or images with a single
person but fewer than 10 visible keypoints. For keypoint
estimation, we use the transformer-based SOTA 2D keypoint
estimator ViTPose [77].

We take several steps to limit ambiguity in the contact
annotation task. Here, we focus on scene- and human-
supported contact. The requirement for support resolves
ambiguous cases, e.g. humans close to scene objects but not
in contact. We use the object labels in V-COCO and HAKE
to filter out images containing unsupported human-human
and human-animal contact. V-COCO and HAKE also con-
tain action labels that we leverage to filter out ambiguous
indirect contact which does not involve physical touch, such
as direct, greet, herd, hose, point, teach, etc. The training
video (in Sup. Mat.) advises workers to orient the 3D mesh
and to visualize themselves in the same posture as the per-
son in the image. This helps infer contact while avoiding
left-right ambiguity. Our Fleiss’ Kappa score indicates sig-
nificant agreement between annotators (see Appendix A.3),
suggesting that our protocol effectively minimizes task am-
biguities.

To facilitate crowd-sourced 3D contact annotation using
Amazon Mechanical Turk (AMT), we build a new annotation
tool which we describe in detail in the following section.
Please see the Supplemental Video.

A.1. Dense Contact Annotation Tool

We built a dense contact annotation tool to collect anno-
tations from the DAMON dataset images. The code for the
tool is written using Dash, a popular Python framework for
building web applications. This application is deployed in-
side a Docker container under an uWSGI application server,
eventually served by a NGINX web server acting as a reverse
proxy. The annotation tool is accessible under a public URL
used to create the Human Intelligent Tasks on AMT.

Interface and use. As seen in Fig. S.1, the application is
made of four parts. The top part contains a title and general
instructions about how to use the annotation tool. The left
part is made of the image and a label describing which
contact should be annotated (object or supporting contact).
The right part contains the mesh to be annotated by hovering
over it. The mesh can be translated, rotated, and zoomed-
in/out. A slider allows the user to select the size of the brush,
and buttons are available for switching modes (draw/erase),
erasing the full selection, and resetting the camera. Finally,
a confirmation button is located at the bottom of the window

to submit an annotation to the server. The user must provide
one annotation for several human-object contacts and for
the supporting contact. Once the last annotation has been
submitted, a dialog box appears to ask for optional feedback
about the annotation task for the current image. This helps
workers report ambiguous contact scenarios.

Callbacks. Dash applications work with callbacks. Call-
backs are functions that are fired when an input component
is updated (e.g., a button is clicked) and that update output
components. Regular callbacks are executed on the server-
side: they are simpler to implement, but slower to execute.
On the other hand, client-side callbacks are faster but require
a more complex implementation. The user will spend most
of their time annotating the high-resolution mesh. It should
therefore be smooth and fast. As such, we implemented this
logic in JavaScript as a client-side callback. Other callbacks,
for instance when the camera is reset or the brush size is
updated, rarely happen and do not require a fast response.
Therefore, they have been implemented as server-side call-
backs. During their execution, a spinner appears to let the
worker know that the application is updating.

Caching. When a vertex is annotated, vertices belonging
to a neighboring region are also annotated. The extent of this
neighboring region is correlated with the brush size that the
user chooses. When we start the application, we compute,
for each vertex and for each brush size, all of its neighboring
vertices. As the mesh is static, this has to be done only once.
Therefore, we cache this result and use it for all annotations.

Video. Please watch the Supplementary Video for an
in-depth tour of our tool, its features and the annotation
protocol. Note that this is the same video we showed AMT
workers for training purposes during qualification.

A.2. DAMON Additional Statistics

Figure S.3 shows the full version of Fig. 3 in the main pa-
per. The DAMON dataset is long-tailed and it covers contact
scenarios with a wide variety of objects and scenes. Please
refer to the sunburst plot in Fig. S.3 for a full breakdown.

Figure S.2 shows the number of images per object label.
We see that contact with feet, hands, and the bigger body
parts (torso, hips, upper arms) prevails; this makes sense
as humans interact with objects mostly with these (e.g., for
walking, grasping, sitting, lying down). However, interac-
tions are highly varied, thus, the distribution is long-tailed
and includes all body parts.

Workers take on average 3.48 min/image and we pay
$0.5/image. The total cost is $3313.20 with AMT fees. The
DAMON contact annotations are not prohibitively expensive
given that it provides a stepping stone for future research.

A.3. Quality Control and Evaluation

We adopt two strategies to ensure quality and avoid noisy
annotations in the DAMON dataset. First, we conduct quali-


https://github.com/plotly/dash
https://www.docker.com/
https://uwsgi-docs.readthedocs.io/en/latest/
https://www.nginx.com/

Select human contacts.

Instructions

in the body, e.g. right leg In the

he right leg In the body

Please annotate the human contact with the following object:

Left click and drag to rotate the body. Right click and drag to move the body. Use the mouse wheel to zoom in/out.

Selection Mode: Ir

ERASE ALL | RESET VIEW.

Brush size:

B -

NEXT CONTACT

Figure S.1: AMT interface design for our annotation tool. We show a an example of an annotator collecting human-supported
contact for the object label “Book”. The application cycles through all available object labels in the image and the scene-
supported contact. Please refer to the Supplemental Video for a detailed description of the tool. Q Zoom in

fication tasks to shortlist high-quality annotator candidates.
This qualification task has two parts: (i) watching a detailed
tutorial video (see Supplementary Video) explaining the
task and annotator tool step-by-step by showing three exam-
ple annotations with varying degrees of contact complexity,
(ii) annotating 10 sample images for contact annotations.
For the sample images, we had a set of author-annotated
pseudo-ground-truth (pseudo GT) labels. The responses
of candidates were evaluated using Intersection-over-Union
(IoU) with the pseudo-GT labels. Workers who responded
satisfactorily were allowed to annotate the DAMON dataset
images. We qualified 14 out of 100 participants after the
qualification round. The second strategy involved hiring
Master’s students as meta-annotators to visually inspect the
quality of contact annotations. Annotations that were flagged
as incorrect or low-quality were sent for re-annotation with
specific feedback to the annotators on how to avoid mistakes.

We assess the quality of the DAMON dataset by measur-

ing the label accuracy and the level of annotator’s agree-
ment.

We evaluate label accuracy by manually selecting 100 im-
ages with contact labels from the RICH [29] and PROX [25]
datasets. Note that the pseudo-ground-truth contact labels in
these datasets are obtained by thresholding the Signed Dis-
tance Field (SDF) between the reconstructed human mesh
and the 3D scene. We evaluate annotations from qualified
workers on these images and compute IoU w.r.t. the pseudo-
ground-truth contact labels. With this, we obtain an IOU
score of 0.512 on RICH, 0.263 on PROX, and a mean IOU
(mIOU) score of 0.450.

Figure S.5 visualizes the DAMON annotation earning the
lowest IoU scores. Scanned datasets that rely on thresholding
SDF values for estimating contact labels fail to take into
account the soft-tissue deformation of the human body when
it interacts with rigid objects. The vertices in the “soft” body
parts such as buttocks, thighs, etc interpenetrate far enough
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Figure S.2: DAMON dafaset statistics. The number of im-
ages (y-axis) for which each body part (z-axis) has at least
10 vertices in contact. For visualization purposes here we
combine the fingers into the hands category, the toes into
the feet category, and several spine parts into a single spine
category (SMPL has 24 parts but here we show 17 bars).
Q Zoom in.

from the scan surface to overshoot the heuristic threshold,
leading to noisy GT annotation and a “ring” like contact
profile. DAMON is annotated by human annotators and
therefore does not suffer from this issue. This produces a
mismatch between these two types of ground truth. Note
that DAMON ground truth is closer to reality.

We also compare annotations on a randomly-selected set
of 10 images from all the qualified workers against author-
annotated labels, resulting in mIOU = 0.510.

To determine the agreement between annotators, qualified
workers annotate the same set of 10 images and we report
the Fleiss’ Kappa (k) metric. Fleiss’ Kappa is a statistical
measure used to evaluate the agreement level among a fixed
number of annotators when assigning categorical labels to
data. It considers the possibility of chance agreement and
provides a standardized measure of inter-rater reliability that
ranges from 0 (no agreement) to 1 (perfect agreement). In
this study, we obtain a Fleiss’ Kappa x = 0.656 which is
considered “substantial agreement” between workers [24].
Note, x of 1 means “perfect agreement”, 0 means “chance
agreement” and -1 means “perfect disagreement”. To build
intuition on the significance of x, Fig. S.4 shows example
annotations with low and high & scores.

B. DECO Experiments
B.1. Implementation Details

For training DECO, we resize input images, the scene
segmentation mask and the part segmentation mask such
that T € R3X256x256 X ¢ RISBX256x256 and X, €
R26%256x256 | and F, are of size R*80%64x64G We de-
termine the loss weights in Eqn. 4 empirically and set it to
we = 10.0, wpq; = 0.05, wy = 1.0 and w, = 1.0. We use
the Adam optimizer with a learning rate of 5 x 10~° and
batch size of 4, and training takes 12 epochs (~ 31 hours)
on an Nvidia Tesla V100 GPU.

For evaluation on RICH-test in Tab. 1 in main, we sub-
sample every 10th frame from the released test set.

The base model without context branches has 90.19M
parameters. Adding context branches (£2” and LI%D ) adds
another 853K parameters. This improves the geodesic error
by ~24% (see Tab. 1 in main), at the cost of ~1% increase in
complexity. We will release both models, with and without
context branches.

B.2. Additional Qualitative results

Figure S.6 shows DECO estimated contact and compari-
son with baseline methods from the test subset of DAMON.
Figure S.7 shows DECO contacts on some randomly sam-
pled images from the internet.
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Figure S.5: DAMON annotations (in magenta) earning the lowest IOU scores compared to GT contact in PROX and RICH (in
black). IOU scores are reported to the left of RGB images for each row. Scanned datasets (e.g. PROX/RICH) infer contact by
thresholding the SDF between body and scene, which can be sub-optimal due to soft-tissue deformation of the body (see text).
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Figure S.6: Additional qualitative evaluation of DECO (green), BSTRO (red) and POSAP™XIE (blue), alongside Ground Truth
(black) on images from the DAMON dataset.



Figure S.7: DECO predictions (in green) on Internet images, not seen during training.
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