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Abstract

Reconstructing 3D vehicles from noisy and sparse par-
tial point clouds is of great significance to autonomous
driving. Most existing 3D reconstruction methods can-
not be directly applied to this problem because they are
elaborately designed to deal with dense inputs with triv-
ial noise. In this work, we propose a novel framework,
dubbed MV-DeepSDF, which estimates the optimal Signed
Distance Function (SDF) shape representation from multi-
sweep point clouds to reconstruct vehicles in the wild. Al-
though there have been some SDF-based implicit model-
ing methods, they only focus on single-view-based recon-
struction, resulting in low fidelity. In contrast, we first an-
alyze multi-sweep consistency and complementarity in the
latent feature space and propose to transform the implicit
space shape estimation problem into an element-to-set fea-
ture extraction problem. Then, we devise a new architecture
to extract individual element-level representations and ag-
gregate them to generate a set-level predicted latent code.
This set-level latent code is an expression of the optimal 3D
shape in the implicit space, and can be subsequently de-
coded to a continuous SDF of the vehicle. In this way, our
approach learns consistent and complementary information
among multi-sweeps for 3D vehicle reconstruction. We con-
duct thorough experiments on two real-world autonomous
driving datasets (Waymo and KITTI) to demonstrate the su-
periority of our approach over state-of-the-art alternative
methods both qualitatively and quantitatively.

1. Introduction

3D vehicle reconstruction from sparse and partial point
clouds is a fundamental need in the autonomous driving
industry [12, 18]. It aims to infer the 3D structure of
vehicles at arbitrary resolutions in the wild, which is of
great significance to many downstream tasks in autonomous
driving. Despite the many 3D reconstruction methods

Figure 1. An illustration of the motivation of the proposed ap-
proach. Our approach takes multi-sweep point clouds as input
and simplifies 3D vehicle reconstruction from multi-sweeps into
an element-to-set feature extraction problem. In this way, we infer
an optimal estimation of the 3D shape described in the abstract im-
plicit space for 3D vehicle reconstruction in autonomous driving.

[29, 36, 27, 40, 42, 1, 20, 4], most of them focus on image-
based inputs [29, 36, 27, 40, 42], dense point cloud inputs
[20, 32, 11], or their combination [1, 4, 9] and thus, cannot
be directly applied to this problem.

Recently, [12] has shown promising performance in ap-
plying implicit modeling to tackle this problem. Contrary to
explicit modeling methods [33, 34, 48, 50, 44, 43, 10, 2, 39]
that directly represent 3D object shape structure with points,
voxels, or meshes, implicit modeling maps the 3D shape
to a low-dimensional latent space and learns the projection
from the latent space to a continuous function that describes
the 3D shape. This presents two significant advantages: 1)
the 3D shape can be stored as a low-dimensional memory-
saving latent code [32, 11, 12, 6]; 2) the trained network
outputs a continuous function in the 3D space which sup-
ports mesh extraction at any resolution [32]. To this end, we
also choose to employ implicit modeling in our approach.

However, previous point cloud-based implicit model-
ing methods [32, 11, 12] mainly focus on recovering 3D
shapes from a single-view partial point cloud and fail to
leverage the multi-sweep information of vehicles. As a re-
sult, when noise or annotation errors exist in an individual
sweep, single-view methods usually produce low fidelity re-
sults. In real-world datasets (e.g., [37, 16]), multi-sweep



Figure 2. The framework of the proposed MV-DeepSDF. Farthest Point Sampling (FPS) [34] is applied to the raw point clouds for pre-
processing and DeepSDF [32] is employed to generate a latent code for each observation. We then extract global features from the
standardized point clouds (refer to yellow block) and concatenate the global features with the latent codes as element-level representations.
Next, the element-level representations are transformed into a set-level predicted latent code (refer to red block). Finally, we employ a
pre-trained DeepSDF decoder [32] to project the predicted latent code to the SDF of the vehicle in 3D space and recover the 3D mesh.
Note that the decoder used in the final step (refer to white trapezoid) is identical to that of DeepSDF (refer to green block).

point clouds are usually available and contain richer shape
information because of the various viewing angles offered
by multiple observations [18]. Although there are some
existing 3D reconstruction methods from multi-view point
clouds [18, 20, 3, 35], implicit modeling with multi-sweep
point clouds remains an unsolved problem.

In this work, we propose a novel framework, dubbed
MV-DeepSDF, to exploit multi-sweep point clouds and im-
plicitly generate high-fidelity 3D reconstructions of vehi-
cles for autonomous driving. An illustration of the moti-
vation for our proposed approach is depicted in Figure 1.
Specifically, to shed light on the importance of exploring
multi-sweep point clouds for 3D vehicle reconstruction, we
first analyze multi-sweep consistency and complementarity
in the latent feature space. We then propose to consider
the problem of shape estimation in the implicit space as an
element-to-set feature extraction problem, where a set rep-
resents a collection of multi-sweeps and an element repre-
sents a sparse and partial point cloud. Next, we devise a
new architecture to simultaneously extract a global feature
and latent code for each element in the multi-sweep and
concatenate them as element-level representations. These
element-level representations are then transformed into a
set-level predicted latent code with the aid of average pool-
ing and mapping. This set-level latent code is an optimal
estimation of the 3D shape described in the abstract implicit
space, which we subsequently decode to a continuous SDF
of the vehicle with a pre-trained DeepSDF decoder [32] and
recover the 3D mesh from the SDF. The contributions of
this work are threefold:

• We analyze multi-sweep consistency and complemen-

tarity in the latent feature space and transform the
problem of shape estimation in the implicit space into
an element-to-set feature extraction problem. This
simplifies 3D vehicle reconstruction from multi-sweep
point clouds into an optimal estimation of the 3D shape
described in the abstract implicit space.

• We propose a novel MV-DeepSDF framework (see
Figure 2) for implicit modeling with multi-sweep point
clouds. A new architecture is constructed to extract
the element-level representations and generate the set-
level predicted latent code.

• We qualitatively and quantitatively demonstrate the su-
perior performance of our approach over the state-of-
the-art alternative methods through extensive experi-
ments on real-world datasets [37, 16].

2. Related Work

2.1. Explicit Modeling-Based 3D Reconstruction

Conventional 3D explicit modeling can be classified into
three categories, namely point-based [33, 34, 48, 50, 44],
voxel-based [43, 10], and mesh-based [2, 39]. Point-based
methods, such as Point Completion Network (PCN) [50],
GRNet [44], and PoinTr [48], output a point cloud with
limited resolution since the number of points is fixed and
not suitable for generating watertight surfaces due to lack
of topology description. Voxel-based methods [43, 10] de-
scribe volumes by subdividing the space into a 3D grid, but
they are memory and compute intensive, leading to slow



training and low resolution representations [32]. Mesh-
based methods only generate meshes with simple topolo-
gies [41] given by a fixed reference template from the
same object class and cannot guarantee watertight surfaces
[23, 17]. In contrast, we propose implicit modeling with
multi-sweep point clouds in a novel MV-DeepSDF frame-
work, which estimates the optimal SDF shape represen-
tation for reconstructing 3D structures of vehicles in au-
tonomous driving.

2.2. Implicit Modeling-Based 3D Reconstruction

Implicit modeling [28, 32, 11, 12] uses function-based
decision boundaries to implicitly define surfaces for 3D
representations. DeepSDF [32] is a classical approach to
implicit modeling. It estimates the Signed Distance Func-
tion (SDF) of an object from a partial point cloud, where
the SDF specifies whether a querying position is inside or
outside the surface of the object and the distance of the
querying position from the surface. There have been some
improved versions [11, 12, 6, 46] of DeepSDF, but these
methods only focus on 3D reconstruction from a single-
view point cloud and thus, generally produce low fidelity
results when noise or annotation errors exist in an indi-
vidual sweep. In contrast, we propose a novel framework
for implicit modeling with multi-sweep point clouds. We
analyze multi-sweep consistency and complementarity in
the latent feature space and propose to resolve this prob-
lem by an optimal estimation of the 3D shape described
in the abstract implicit space. Moreover, other implicit
modeling-based methods, such as Neural Radiance Fields
(NeRF) [29], Point-NeRF [45], Direct Voxel Grid Opti-
mization [36], NeuS [42], NEAT [27], and [1, 4, 9] exist,
but they all require image input and cannot deal with only
LiDAR data.

2.3. Multi-View 3D Reconstruction

3D reconstruction from multi-view point clouds can be
categorized into conventional approaches [3, 35, 30] and
deep learning-based approaches [18, 20, 5]. Conventional
geometric approaches, such as Iterative Closest Point (ICP),
TSDF [30], and [3, 35], only leverage multi-view observa-
tions geometrically, so the resulting completion is merely
an aligned stack of partial point clouds and cannot pro-
duce watertight shapes unless the sensor fully loops around
the object. In deep learning-based approaches, [18] pro-
poses a weakly-supervised framework to directly learn 3D
shape completion from multi-view LiDAR sweeps, but its
reconstruction result is not watertight. [20] presents a shape
completion framework using a multi-view depth map-based
shape representation approach, while [5] designs a network
to use multiple partial point clouds encoded into the latent
space to estimate the optimal shape of the object. However,
the output of these networks [20, 5] are point-based repre-

sentations and in contrast with continuous field functions
such as SDFs [32], lack continuity in 3D space. Moreover,
some methods, such as [13, 15, 47], exist for reconstruct-
ing vehicle shapes from multiple observations, but [13] re-
lies on stereo images and motion priors to regularize the
shape estimation of vehicles, [15] requires multi-view cam-
era images to build semantic maps which contain 3D ve-
hicle shapes, and [47] requires inputs to follow a time se-
quence to track and reconstruct 3D objects. In contrast, our
approach simplifies 3D vehicle reconstruction from multi-
sweep point clouds into an optimal estimation of the 3D
shape described in the abstract implicit space, which sup-
ports mesh extraction at any resolution and can deal with
noise and annotation errors that exist in an individual sweep.

3. Methodology
3.1. Preliminaries

In this section, we introduce preliminaries regarding
DeepSDF [32] since our approach utilizes its framework
for extracting the latent code and decoding the continuous
SDF for 3D mesh generation. Formally, when adopting the
DeepSDF decoder into the shape completion task, points of
partial point clouds are taken as given surface points and
the SDF value is defined as the distance from the query-
ing point to the surface of the object. Interior and exterior
querying points are sampled along the normals of the sur-
face points and the SDF value is computed for each query-
ing point. Suppose the set of newly sampled interior and
exterior points is denoted as PM, where M is the number
of points. Define the mth point in PM as xm and its corre-
sponding SDF value as sm. In the domain of DeepSDF [32],
a 3D shape can be represented by a latent code z ∈ R256

in the latent space. The complete shape is obtained by opti-
mizing z via Maximum a Posterior estimation:

ẑ =
1

σ2
∥z∥22 + argmin

z

M∑
m=1

L1 (fθ (z,xm) , sm) , (1)

where L1 represents the clamped L1 distance and σ is
a regularization hyperparameter. Once the optimal latent
code ẑ is determined, the complete 3D shape can be recov-
ered by finding the zero-SDF-value isosurface through the
DeepSDF decoder f(·), which is defined as:

ŝ = fθ (ẑ,x) , (2)

where θ represents the parameters of the decoder, x ∈ R3

denotes the 3D coordinates of the querying point, and ŝ de-
notes the estimated SDF value given by f(·). Here, the sign
of ŝ, either positive or negative, indicates whether the point
lies on the exterior or interior of the surface, respectively.
Thus, the surface of the object can be implicitly represented
by the isosurface composed of points with zero SDF values.



Despite its simplicity and efficiency, DeepSDF only
takes the given surface points into consideration when gen-
erating 3D shapes (i.e., Eq. (1)). This can lead to subopti-
mal reconstruction results in areas not captured by the par-
tial point clouds since DeepSDF will reconstruct arbitrarily
based on prior knowledge learned during training. For in-
stance, referencing the ground truth of Case 1 in Figure 3,
the reconstruction results of DeepSDF for Cases 2, 3, and
4 only demonstrate high fidelity in areas with well-captured
surface points. The missing areas are reconstructed arbitrar-
ily. To resolve this problem, we analyze multi-sweep con-
sistency and complementarity in the latent feature space and
propose implicit modeling with multi-sweep point clouds in
MV-DeepSDF.

3.2. Approach Overview

As shown in Figure 2, there are three main steps in MV-
DeepSDF, namely preprocessing, optimal latent code pre-
diction, and 3D mesh extraction.

1) Preprocessing. First, we carry out Farthest Point
Sampling (FPS) [34] to sample a fixed number of points
on each raw partial point cloud since our global feature ex-
tractor requires standardized point clouds as input. For FPS,
the number of centroids is set as 256.

2) Optimal Latent Code Prediction. The post-FPS
point clouds are used as input into the global feature ex-
tractor (yellow block in Figure 2) to extract global features
for each individual point cloud. Meanwhile, the original
point clouds are used to extract latent codes for each partial
point cloud through the pre-trained DeepSDF (green block
in Figure 2). Then, as shown in the red block of Figure
2, the global features and latent codes are concatenated as
element-level representations, followed by an average pool-
ing operation to aggregate the information into a single in-
stance tensor. Finally, this instance tensor is transformed
into the predicted latent code by a fully-connected layer as
the set-level representation.

3) 3D Mesh Extraction. The predicted latent code is
converted to an SDF using a pre-trained DeepSDF decoder
[32]. The isosurface composed of querying points with
zero SDF values represents the surface of the instance and
the implicit surface can be rasterized to a 3D mesh using
Marching Cubes [25]. Since the SDF is a continuous func-
tion, it supports 3D mesh extraction at any resolution.

3.3. Consistency and Complementarity Analysis

Background. In literature [38, 51], multi-view consis-
tency refers to the consistency of describing the same in-
stance from different viewpoint observations and multi-
view complementarity refers to the complementary infor-
mation of the same instance provided by different observa-
tions. Existing methods mainly explore multi-view consis-
tency and complementarity for 3D reconstruction with par-

Figure 3. The 3D reconstruction results of DeepSDF [32] (row 2)
using different point clouds (row 1). All point clouds are sampled
from the same CAD model of ShapeNetV2 [7]. Case 1 shows the
complete dense point cloud used to train the DeepSDF decoder,
while Cases 2, 3, and 4 show the partial point clouds.

tial point clouds in explicit modeling [35, 3].
However, existing methods are not applicable for explor-

ing multi-sweep/-view consistency and complementarity in
implicit modeling because the abstract feature space oper-
ates differently than the explicit space. In implicit model-
ing, point clouds are expressed as low-dimensional feature
vectors (a.k.a. latent vectors) in the latent feature space and
the latent vectors are generated through a non-linear learn-
ing process that projects the 3D space to the feature space
through a deep neural network [32, 33, 34, 50].

Theoretical Analysis. Despite these differences, we can
still explore multi-sweep consistency and complementarity
in the latent feature space for implicit modeling. Inspired
by [26], consider a total of B observations. The latent code
for the ith observation, denoted by zi, can be represented
as:

zi = zi,c + zi,s + ei, (3)

where i = {1, · · · , B}, zi,c is the consistent component,
zi,s is the specific component, and ei is the error compo-
nent. In this work, zi,c and zi,s can be defined as follows:

zi,c = zi ∩ zgt and (zi,s + ei) = zgt − zi, (4)

where zgt is the latent code corresponding to the ground
truth shape and ‘∩’ and ‘−’ represent the similarity and dif-
ference in information captured by the two feature vectors,
respectively. Now, consider any two consistent components
zi,c and zj,c. In the first case where zi,c∩zj,c = ∅, the two
components contain completely different consistent infor-
mation, which is complementary. In the second case where
zi,c ∩ zj,c ̸= ∅, but zi,c ̸⊆ zj,c and zj,c ̸⊆ zi,c, the two
components contain some different information, which can
be aggregated as complementary information to approach
the ground truth. In the final case where zi,c ∩ zj,c ̸= ∅,
but zi,c ⊆ zj,c or zj,c ⊆ zi,c, either zi,c or zj,c contains
redundant information from the other component. While re-
dundant, this will not adversely impact complementary ag-
gregation. Thus, to make the optimal ẑ approach the ground



truth zgt, it is desired to aggregate all consistent and com-
plementary information among all individual features:

ẑ = z1,c ∪ z2,c · · · ∪ zB,c + p, (5)

where ‘∪’ refers to the complementary aggregation of infor-
mation among features and p denotes the predicted infor-
mation for regions not captured in the multi-sweeps (e.g.,
the side of the vehicle not captured by the multi-sweeps as
shown in the Cases 3 and 4 of Figure 3). In summary, with
implicit modeling, we can learn the optimal latent code ẑ
by aggregating consistent (Eqs. (3)-(4)) and complementary
(Eq. (5)) information among multi-sweeps.

3.4. Architecture Design of MV-DeepSDF

To take advantage of multi-sweep consistency and com-
plementarity in the latent feature space, we design a new ar-
chitecture for implicit modeling. Our proposed architecture
uses multi-sweep point clouds as model input and generates
an optimal estimation of the 3D shape in the implicit space
(a.k.a. the optimal latent code) as the output. The function-
ality of the network can be formulated as:

gα (Z,P ) = ẑ → zgt, (6)

where g(·) denotes the desired network with associated
parameters α, Z={z1, · · · , zB} denotes the set of latent
codes, B represents the number of observations or latent
codes, P={P1, · · · ,PB} denotes the set of multi-view
point clouds, and ẑ ∈ R256 and zgt ∈ R256 represent
the estimated optimal and ground truth latent codes, respec-
tively. Hence, the goal is converted into learning a network
to make ẑ approach zgt for subsequent reconstructions. To
this end, we devise a new architecture to realize the func-
tionality required by simultaneously learning global fea-
tures and latent codes for generating predicted latent codes.

Specifically, inspired by PointNet [33], a pioneering
work for 3D classification and segmentation, we transform
the problem of shape estimation in the implicit space into
an element-to-set feature extraction problem. Given a point
cloud containing a set of 3D points, where all 3D points
consistently describe a single object since they all belong
to the same instance, we can learn a global feature for each
point cloud that aggregates complementary features from
each individual 3D point. However, only learning a global
feature cannot be used for 3D reconstruction, so we propose
to abstract the pipeline of PointNet (see Figure 4(a)) into a
generalized process (see Figure 4(b)). As shown in Fig-
ure 4(a), PointNet first computes 3D point features using
a shared MLP on each 3D point and then transforms these
point features into a single global feature through max pool-
ing. Now, suppose there exists a set composed of multiple
elements. The goal of the generalized pipeline is to extract a
feature for the entire set by aggregating all elements. To this

Figure 4. Comparison of three pipelines. (a) The pipeline of Point-
Net [33]. (b) The pipeline of an abstract generalized process to ex-
tract the set feature from the elements. (c) The proposed pipeline
to extract the instance feature from multi-sweep point clouds.

end, we propose two generalized operations. As shown in
Figure 4(b), we define operation 1 as the computation of the
element features (e.g., the shared MLP in PointNet) and op-
eration 2 as the transformation of the element features into
a set feature (e.g., the max pooling operation in PointNet).

Using this generalized process, we can now devise our
architecture to simultaneously learn global features and la-
tent codes for generating predicted latent codes. First, we
construct a global feature extractor (see yellow block in Fig-
ure 2) for learning a global feature for each point cloud
that aggregates complementary features from each individ-
ual 3D point. The architecture of this feature extractor is in-
spired by the PCN encoder [50], a variant of PointNet [33].
This block is a stack of four PointNet [33] encoders with
128, 256, 512, and 1024 units, respectively. Since this ar-
chitecture is inspired by the PCN encoder [50] and its global
feature extraction operation is applied to every individual
point cloud, we name it shared PCN. Meanwhile, to ex-
ploit the implicit information of each element, we employ a
pre-trained DeepSDF [32] model (as denoted by Eq. (1)) to
generate a latent code for each partial point cloud. Next, we
concatenate the global features and latent codes to gener-
ate the element-level representations. Then, we employ av-
erage pooling and mapping to aggregate the element-level
representations into a set-level predicted latent code. As
shown in Figure 4(c), operation 1 of our pipeline consists
of a global feature extractor and a pre-trained DeepSDF
model, while operation 2 consists of concatenation, average
pooling, and mapping. This pipeline realizes a symmetric
operation on unordered multi-sweep point clouds.

3.5. Model Training of MV-DeepSDF

We adopt a curriculum learning strategy for model train-
ing, which consists of two stages.

Stage One. In stage one, we pre-train the DeepSDF de-
coder using watertight CAD models belonging to the car
taxonomy of the ShapeNetV2 dataset [7]. The latent code z



and parameters of the decoder θ are jointly optimized as:

argmin
θ,{zj}J

j=1

J∑
j=1

(
1

σ2
∥zj∥22 +

K∑
k=1

L1 (fθ (zj ,xk) , sk)

)
,

(7)
where J represents the number of 3D shapes used for train-
ing and K represents the number of points for each shape.
During this stage, the decoder gains prior knowledge of ve-
hicle shapes and once trained, the decoder remains fixed for
the latent code generation step of our pipeline. Please refer
to [32] for the details of the training at this step.

Training Dataset Preparation for Stage Two. As shown
in Eq. (6), ground truth latent codes, partial point clouds,
and their corresponding latent codes are required for train-
ing the reconstruction network. However, real-world
datasets, such as Waymo [37] and KITTI [16], do not con-
tain ground truth shapes, so it is necessary to use a synthetic
dataset [7] for generating the training data. To resolve this
problem, we utilize the latent codes of the training shapes
(e.g., the complete dense point cloud shown in Case 1 of
Figure 3) as ground truth latent codes in the second stage of
model training. As for the partial point clouds, the domain
gap between training instances and in-the-wild instances di-
rectly determines the ability of our network to generalize to
real-world datasets. To reduce the domain gap, we adopt
PCGen [24] as our partial point cloud generation method.
PCGen places a virtual LiDAR with real-world parameters
(resolution and sampling pattern) around the vehicle and
simulates the point cloud captured by the virtual LiDAR.
This differs from the method used by DeepSDF [32], where
a simulated depth camera is used as the virtual sensor in-
stead of a LiDAR. A visual comparison of the real-world
point cloud and simulated partial point clouds obtained us-
ing various methods is given in Figure 5. As shown in Fig-
ure 5, the partial point clouds of PCGen [24] are visually
closer to the in-the-wild LiDAR sweeps of Waymo [37] and
KITTI [16] than those of the virtual depth camera approach
[32], which only raycasts evenly in the inclination and az-
imuth directions. Apart from this visual superiority, the ad-
vantages of generating partial point clouds with PCGen can
also be observed through the improved generalization abil-
ity of our network. See experiments for further details.

When generating training data from ShapeNetV2 [7], we
randomly sample one side of the vehicle to accurately re-
flect the real-world scan of a LiDAR on an ego-vehicle. In
this way, we produce six partial point clouds for each ve-
hicle. The virtual LiDAR pose for each partial point cloud
is generated using a set of restrictions. These restrictions
are set by considering the possible relative poses of an ego
vehicle’s LiDAR in the coordinate system of the other vehi-
cle. In particular, θ∈[0◦, 180◦] or θ∈[−180◦, 0◦], r∈[3, 15],
and h∈[0.8, 1.2] are used, where θ represents the azimuth,

Figure 5. Visual comparison of in-the-wild partial point clouds and
raycasted point clouds. (a) A partial point cloud from the Waymo
tracking dataset [37]. (b) The raycasted point cloud generated by
PCGen [24] using the LiDAR parameters of Waymo. (c) A par-
tial point cloud from the KITTI tracking dataset [16]. (d) The
raycasted point cloud generated by PCGen [24] using the LiDAR
parameters of KITTI. (e) The raycasted point cloud obtained from
the virtual depth camera approach used by DeepSDF [32].

r represents the distance between the LiDAR and the vehi-
cle, and h represents the height of the LiDAR to the ground.
θ, r, and h describes the pose of the virtual LiDAR with re-
spect to the frame of the other vehicle. Both r and h are
expressed in the normalized space, where the size of the ve-
hicle is normalized into the range [−1, 1]. Finally, we gen-
erate a latent code for each partial point cloud using Eq. (1).

Stage Two. In stage two, the network is trained to re-
construct 3D vehicles from multi-view partial point clouds
and their corresponding latent codes. Consider the cth ve-
hicle instance. Let PB,c represent the set of partial point
clouds, ZB,c represent the set of latent codes correspond-
ing to the multi-view point clouds, and zgt,c represent the
ground truth latent code acquired from stage one. Further-
more, let g(·) represent the function of the implicit shape
prediction network (refer to yellow and red blocks in Fig-
ure 2) and α represent the parameters of the model. The
training objective of stage two can be defined as:

argmin
α

C∑
c=1

L2 (gα(ZB,c,PB,c), zgt,c) , (8)

where C represents the number of instances employed for
training and L2 is the Mean Squared Error loss. The train-
ing details are presented in Sec. 4.1.

4. Experiments
In this section, we present qualitative and quantitative

results on two real-world autonomous driving datasets,
namely Waymo [37] and KITTI [16]. The multi-sweep
point clouds for Waymo are collected from 136 unique vehi-
cle instances of Waymo Open Dataset’s tracking data [37],
while those for KITTI are extracted from 233 vehicle in-



Figure 6. Visual comparison with the state-of-the-art methods (DeepSDF [32], C-DeepSDF [11], MendNet [12], and AdaPoinTr [49]) on
the Waymo [37] dataset. DeepSDF+MS and MendNet+MS indicate the models with multi-sweep input.

stances of KITTI’s tracking dataset [16]. Due to page limi-
tations, experiment details and some results (e.g., the results
on the synthetic dataset ShapeNetV2 [7]) are discussed in
the supplementary material.

4.1. Implementation Details

Architecture Details. Our global feature extractor,
named shared PCN, is a variant of the PCN encoder [50].
The embedded shared MLP layers are identical to those of
PointNet [33], which are implemented using 1D convolu-
tion layers. Moreover, since DeepSDF [32] normalizes the
latent codes into the range [−1, 1], we add a tanh layer after
the last shared MLP to normalize the global features into
the same range as the latent codes. The decoder is identi-
cal to that of DeepSDF [32]. We report results based on an
implementation with Python and PyTorch, but our approach
also supports implementation with MindSpore [21].

Training Details. In the first stage of training, we follow
the same method as presented in DeepSDF [32] to train the
decoder using watertight CAD models from the car taxon-
omy of ShapeNetV2 [7]. Once trained, the decoder is fixed
and projects a 256-dimensional latent code to an SDF in 3D
space. In the second stage, we train the model for 20 epochs
using the Adam optimizer [22] with a learning rate of 1e-5.
The batch size is set to 1, allowing the model to simulta-
neously see all 6 frames of the given instance at each itera-
tion. Since both the output of the model and the supervision
are 1D vectors, the loss computation is very fast. It only
takes 10 minutes to train our network on a single NVIDIA
GeForce RTX 2080 GPU during stage two. However, the
DeepSDF decoder [32] used to prepare the training dataset
for stage two through latent code generation is a more time-
consuming process.

4.2. Evaluation Protocol

Metrics. Since an in-the-wild instance does not have a
ground truth 3D shape, we follow [12] to evaluate the recon-

struction results. In particular, the multiple LiDAR sweeps
are stacked to construct the ground truth points set X .
Moreover, we sample 30,000 points on the surface of each
reconstructed mesh to generate the reconstruction points set
Y . We employ Asymmetric Chamfer Distance (ACD) [12],
which is the sum of the squared distance of each ground
truth point to the nearest point in the reconstructed point set,
to evaluate reconstruction results on real-world datasets:

ACD(X,Y ) =
∑
x∈X

min
y∈Y

∥x− y∥22. (9)

For ACD, a smaller value is preferred. In addition, we
compute the recall of the ground truth points from the re-
constructed shape, which is defined as:

Recall(X,Y ) =
1

|X|
∑
x∈X

[
min
y∈Y

∥x− y∥22 <= t

]
, (10)

where the threshold t is set as 0.1, following [12].

Competitors. We compare our approach with four state-
of-the-art methods, including three implicit modeling-based
methods (DeepSDF [32], C-DeepSDF [11], and MendNet
[12]) and AdaPoinTr [49], which is built upon PoinTr++
[48], the winner of Multi-View Partial Point Cloud Chal-
lenge 2021 on Completion and Registration [31]. Training
data for DeepSDF and C-DeepSDF are generated follow-
ing the original papers, while MendNet uses PCGen [24] to
generate training data. The pipeline of AdaPoinTr [49] re-
quires online generation of partial point clouds using the
virtual depth camera approach and since it is not trivial
to replace this process with PCGen, AdaPoinTr is trained
using the default setup without PCGen. Note that with
multi-sweep point clouds, competitors generate multiple re-
construction results (one for each partial point cloud), so
we compare with the best single-shot reconstruction result,
which is the mesh with the minimum ACD among the mul-
tiple single-shot reconstructed meshes. Furthermore, we re-
port the results of DeepSDF and MendNet with multi-sweep



Method \ Metric ACDmean ↓ ACDmedian ↓ Recall ↑
DeepSDF [32] 6.26 5.81 93.51
DeepSDF+MS 5.12 5.09 95.57

C-DeepSDF [11] 6.21 5.64 93.98
MendNet [12] 4.92 4.79 95.39
MendNet+MS 4.85 4.77 95.76

AdaPoinTr∗[49] 4.79 4.74 95.95
Ours-VDC 4.76 4.55 96.05

Ours 3.36 2.26 96.84
Table 1. Comparison with the state-of-the-art methods on Waymo.
ACD ↓ is multiplied by 103. Recall ↑ is presented as a percentage.
∗AdaPoinTr is trained with the default setup without PCGen on
the large-scale ShapeNet-55 [48] following the original paper [49],
and then fine-tuned on the car taxonomy of ShapeNetV2 in our ex-
periments. Other methods are only trained with the car taxonomy
of ShapeNetV2.

inputs (denoted as DeepSDF+MS and MendNet+MS), in
which we stack the partial point clouds of multi-sweeps into
a single point cloud and perform single-shot-based recon-
struction on this stacked point cloud. For our approach, in
addition to the default setup which generates the training
dataset using PCGen (denoted as Ours), we also adapt our
approach to use training data generated by the virtual depth
camera approach [32] (denoted as Ours-VDC).

4.3. Results on Waymo

The qualitative and quantitative comparisons of our ap-
proach with the state-of-the-art methods are presented in
Figure 6 and Table 1, respectively. Overall, our approach
achieves the best reconstruction results both qualitatively
and quantitatively. Specifically, from Figure 6 and Table
1, we can see that DeepSDF [32] and C-DeepSDF [11]
are sensitive to noise, resulting in low fidelity. MendNet
[12] generates more stable results than DeepSDF and C-
DeepSDF, but its reconstruction meshes contain some ir-
regular holes on the surface (see sixth column of Figure 6).
Although AdaPoinTr [49] outputs point clouds with good
fidelity, it expresses the shape with a limited resolution and
thus fails to describe continuous local details (see seventh
column of Figure 6).

Compared with vanilla DeepSDF and MendNet,
DeepSDF+MS and MendNet+MS yield messier sur-
faces/structures (see fourth and eighth columns of Figure
6), despite their better metric scores. This shows that even
though transforming all partial point clouds into a single
frame does benefit information aggregation, it also accu-
mulates noise and annotation errors in the process. Hence,
due to noise in real-world data, it is not practical to geo-
metrically stack multi-sweep point clouds and directly per-
form single-shot-based reconstruction. In comparison, our
approach generates smooth watertight shapes (see last two
columns of Figure 6) with high fidelity (see Table 1). Fur-
thermore, Ours outperforms Ours-VDC, which indicates

Method \ Metric ACDmean ↓ ACDmedian ↓ Recall ↑
DeepSDF [32] 6.81 6.17 80.65
DeepSDF+MS 6.11 5.83 82.73

C-DeepSDF [11] 6.73 5.99 80.77
MendNet [12] 5.94 5.64 83.84
MendNet+MS 5.83 5.61 84.26

AdaPoinTr [49] 5.89 5.67 84.20
Ours-VDC 5.75 5.24 84.39

Ours 4.27 3.01 85.88
Table 2. Comparison with the state-of-the-art methods on KITTI.
ACD ↓ is multiplied by 103. Recall ↑ is presented as a percentage.

that using PCGen to prepare training partial point clouds
(refer to Figure 5) reduces the domain gap between training
and in-the-wild instances.

4.4. Results on KITTI

The qualitative and quantitative comparisons of our ap-
proach against the state-of-the-art methods are presented
in Figure 7 and Table 2, respectively. From these results,
we can also observe the superior performance of our ap-
proach over the state-of-the-art competitors. Specifically,
qualitatively, as shown in Figure 7, our approaches (Ours
and Ours-VDC) are more robust to noise when compared to
DeepSDF [32], DeepSDF+MS, and C-DeepSDF [11] and
generate smoother, watertight surfaces compared to Mend-
Net [12], AdaPoinTr [49], and MendNet+MS. Quantita-
tively, as shown in Table 2, Ours yields the best ACD and
Recall results, while Ours-VDC performs the second best.

4.5. Ablation Study

To verify the effectiveness of the main components of
our approach, we carry out a series of experiments on
Waymo [37] as shown in Table 3. The first row of Table
3 refers to the baseline model of our approach, which is
a shared PCN encoder (Enc.) (yellow block in Figure 2)
followed by an average pooling layer (Avg.). This archi-
tecture is similar to that of MendNet [12], which adds two
stacked PointNet encoders [33] to the DeepSDF decoder.
In the second row, we directly use bitwise multiplication
to merge the global features (B×256, instead of B×1024)
and the latent codes (B×256). However, this results in ob-
vious performance degradation, which shows that directly
merging the global features and latent codes obtained from
multi-sweep information does not bring improvement to our
baseline model. In comparison, in the third row, we add
our proposed components, namely the input of latent codes
(Dep.), concatenation (Con.), and mapping (Map.), to the
baseline model, but with max pooling. This brings signif-
icant performance improvement compared to the first and
second rows. Then, in the last row, we further replace max
pooling with average pooling, which includes all proposed
components of this work. This yields the best results.



Figure 7. Visual comparison with the state-of-the-art methods (DeepSDF [32], C-DeepSDF [11], MendNet [12], and AdaPoinTr [49]) on
the KITTI [16] dataset. DeepSDF+MS and MendNet+MS indicate the models with multi-sweep input.

Operation 1 Operation 2 Metric
Enc. Dep. Mer. Pool Map. ACD ↓ Recall ↑
✓ Avg. 4.89 95.50
✓ ✓ Mul. Avg. 7.33 84.93
✓ ✓ Con. Max. ✓ 4.35 96.61
✓ ✓ Con. Avg. ✓ 3.36 96.84

Table 3. The ablation study of the proposed framework. Refer
to Figure 4(b) to see the definitions of operations 1 and 2. Enc.:
the shared PCN encoder; Dep.: latent code generation through
DeepSDF as input; Mer.: the operation to merge global features
and latent codes; Map.: the mapping conducted by the fully-
connected layer; Con.: the concatenation; Mul.: the bitwise mul-
tiplication; Avg.: average pooling; Max.: max pooling. ACD ↓ is
multiplied by 103. Recall ↑ is presented as a percentage.

4.6. Extension to Other Taxonomies

It is straightforward to extend the proposed shape com-
pletion framework to other taxonomies. Suppose that we
want to extend MV-DeepSDF to perform shape comple-
tion on sofas. First, a new DeepSDF decoder [32] needs to
be pre-trained using watertight CAD models from the sofa
taxonomy of ShapeNetV2 [7] or another synthetic dataset.
Then, PCGen [24] or another sampling technique (e.g., the
approaches proposed in [32, 48]) can be used to generate
partial point clouds for each sofa instance. These partial
point clouds are then passed into the pre-trained DeepSDF
decoder [32] to produce their corresponding latent codes.
Finally, the partial point clouds and latent codes can be
used together to train MV-DeepSDF. Following the pipeline
above, we evaluate on indoor sofas of ShapeNetV2 and out-
door cyclists of Waymo and show that our method is versa-
tile and extendible to other taxonomies (see Figure 8).

While existing datasets, such as ScanNet [8] and Se-
mantic3D [19], provide real-world point cloud data for
many taxonomies, the availability of tracking data for multi-
sweep scans is still fairly limited to the autonomous driving
industry. Hence, it is necessary to first obtain the corre-
sponding multi-sweep tracking labels for the desired class

Figure 8. Visual comparison of DeepSDF and MV-DeepSDF on
the indoor sofa of ShapeNetV2 and the outdoor cyclist of Waymo.

when choosing to adopt MV-DeepSDF on a new taxonomy.

5. Conclusion
In this work, we propose a new MV-DeepSDF frame-

work to facilitate implicit modeling with multi-sweep point
clouds for autonomous driving. The main idea is to ab-
stract 3D vehicle reconstruction from multi-sweeps into an
element-to-set feature extraction problem. Namely, we con-
sider the multi-sweeps of a vehicle as elements composing a
set and infer the set feature, which is an optimal estimation
of the 3D shape described in the abstract implicit space. In
particular, we present a theoretical analysis of multi-sweep
consistency and complementarity in the latent feature space.
Guided by this analysis, we design a new architecture to
optimally estimate the Signed Distance Function shape of
a vehicle from its in-the-wild multi-sweep point clouds.
Qualitative and quantitative evaluations on both real-world
and synthetic datasets show the superiority of our approach
over the state-of-the-art methods.
Limitation. Despite promising results, our approach still
relies on a synthetic 3D dataset to gain prior knowledge of
3D shapes for reconstruction. Exploring reconstruction by
learning directly from real data is worthy of further study.
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Supplementary Material

A. Overview

This material provides quantitative and qualitative exper-
imental results, dataset and implementation details, and dis-
cussions that are supplementary to the main paper.

B. Dataset Details

The multi-sweep LiDAR point clouds for Waymo are
collected from 136 unique vehicle instances of Waymo
Open Dataset’s tracking data [37], while those for KITTI
are extracted from 233 unique vehicle instances of KITTI’s
tracking dataset [16]. In total, we extracted 3943 partial
point clouds from the 136 vehicle instances of Waymo and
4235 partial point clouds from the 233 vehicle instances
of KITTI. These raw multi-sweep point clouds are directly
used as model input to obtain experimental results on our
model and the state-of-the-art methods [32, 11, 12, 49].
When performing inference, all partial point cloud frames
from the given instance are simultaneously passed into our
model as input.

To construct the ground truth stacked point cloud, we
first aggregate all partial point clouds within a multi-sweep
to generate a dense stacked point cloud. Since this stacked
point cloud contains unwanted noise, such as ground plane
points and points lying on the exterior or interior of the ve-
hicle surface, we perform statistical outlier removal on the
stacked point cloud, which computes the average distance
of a point from its neighbours and removes all points lying
farther away from their neighbours than average. Denois-
ing is essential for dataset processing since the presence
of noise in the ground truth shape can result in false pos-
itives and false negatives in model performance, whereby a
messy shape generated by a model that fits to the noise of
the ground truth is deemed high fidelity and a smooth shape
generated by a noise-robust model is deemed low fidelity.

C. Visualization Results

Due to the page limitation of the main paper, we present
more visualization results of our model in Figure 9. Ad-
ditionally, to evidently present the significant improvement
of our method over the baseline vanilla DeepSDF [32], a
visual comparison on Waymo [37] is given in Figure 10.

D. Results on ShapeNetV2

We randomly preserve 300 vehicles from the car taxon-
omy of ShapeNetV2 [7] as the test dataset. The remain-
der is used to train our network in stage one. Each ve-
hicle instance is comprised of 6 partial point clouds gen-
erated by PCGen [24] under Waymo’s LiDAR parame-
ters. Note that the following results are generated solely
using PCGen [24] to sample partial point clouds and the

use of other sampling techniques (e.g., the approaches pro-
posed in [32, 48]) would yield different results on the same
ShapeNetV2 dataset [7].

Metrics. Since ground truth shapes are readily available
in synthetic datasets such as ShapeNetV2 [7], we use Cham-
fer Distance (CD) [14] to evaluate the 3D reconstruction re-
sults. Following DeepSDF [32], we sample 30,000 points
on the surface of both the ground truth and reconstructed
mesh. Given two point sets, the CD is the sum of the
squared distance of each point to the nearest point in the
other point set:

CD (X,Y ) =
∑
x∈X

min
y∈Y

∥x− y∥22 +
∑
y∈Y

min
x∈X

∥x− y∥22.

(11)
As outlined in the main paper, we only compare the re-

sults of our model with the best single-shot reconstruction
result, which is the mesh with the minimum CD among the
multiple single-shot reconstructed meshes.

Qualitative and Quantitative Comparison. The qualita-
tive and quantitative comparison of our approach against the
state-of-the-art methods (DeepSDF [32], C-DeepSDF [11],
MendNet [12], and AdaPoinTr [49]) are presented in Fig-
ure 11 and Table 4, respectively. Note that when testing on
ShapeNetV2 [7], since PCGen [24] is used to generate both
the training and test dataset, we only present Ours, in con-
trast with the comparison of Ours with Ours-VDC in the
main paper. The meshes generated by DeepSDF [32], C-
DeepSDF [11], and MendNet [12] show high fidelity com-
pared to their performance on real-world datasets, but still
show inferior performance to Ours. AdaPoinTr [49] also
produces shapes with decent fidelity, but the reconstructed
result is not watertight and expresses the shape with a lim-
ited resolution which fails to describe the continuous sur-
face of the vehicle.

Method \ Metric CDmean ↓ CDmedian ↓
DeepSDF [32] 5.47 5.15

C-DeepSDF [11] 5.31 5.03
MendNet [12] 4.22 3.65

AdaPoinTr [49] 4.10 3.36
Ours 3.17 2.54

Table 4. Comparison of the proposed network with the state-of-
the-art approaches on ShapeNetV2 [7]. CD is multiplied by 103.

E. Comparison to a Non-Learning Approach

We now present an alternative non-learning approach,
computing the mean latent code, for the task of multi-sweep



Figure 9. Additional visualization results of MV-DeepSDF on the Waymo [37] and KITTI [16] datasets.

Figure 10. Visual comparison of MV-DeepSDF and DeepSDF [32] on Waymo [37]. Individual point clouds are given in the first row and
their corresponding reconstruction results from vanilla DeepSDF in the second row.

Figure 11. Visual comparison with the state-of-the-art methods (DeepSDF [32], C-DeepSDF [11], MendNet [12], and AdaPoinTr [49]) on
the ShapeNetV2 [7] dataset.

3D vehicle reconstruction. As introduced in [32], linear in-
terpolation between two latent codes in the latent space can
also generate meaningful shape representations. Moreover,
averaging is a common method of linear interpolation used
for reducing error among multi-observation data. To this
end, we investigate the effect of computing the mean la-
tent code from the single-shot-based latent codes of a given
multi-sweep and using this mean latent code for mesh re-

construction. We present the case shown in Figure 12,
where two single-shot partial point clouds, PC 1 and PC
2, are used to generate two latent codes, z1 and z2, and
meshes, Mesh 1 and Mesh 2, respectively. We define the
mean latent code as zmean = 0.5(z1+z2) and generate the
corresponding mesh, denoted by Mean. As shown, Mean
is simply a uniform fusion of Mesh 1 and Mesh 2. More-
over, Mean is inferior to Mesh 2, the best single-shot in this



Figure 12. Comparison of the result of our approach to that of the
mean latent code on ShapeNetV2 [7]. The proposed network is
not fine-tuned.

example, which is also inferior to Ours, the result of our
proposed model.

Num of PCs ACDmean↓ ACDmedian↓
3 3.47 2.44
6 3.36 2.26
9 3.32 2.21

Table 5. Ablation study on Waymo [37] using different numbers
of point clouds per instance. ACD is multiplied by 103.

F. Effect of Number of Point Clouds

The number of frames corresponding to an individual ve-
hicle instance in Waymo [37] and KITTI [16] ranges up to
240 partial point clouds per instance. However, the vast
majority of instances only contain between 3 to 9 partial
point clouds. In this section, we investigate the relation-
ship between the number of partial point clouds provided
for each instance during stage two of training and overall
model performance. Table 5 presents the experimental re-
sults of providing different numbers of partial point clouds
to our model on Waymo [37]. As shown, our model perfor-
mance improves as the number of point clouds increases.
However, since generating the latent code for each partial
point cloud with DeepSDF [32] is a timely process (around
10 seconds), we choose 6 observations per instance as a
trade-off between performance and efficiency.

G. Effect of Number of Points Per Point Cloud

The number of points captured in a single frame of
Waymo [37] and KITTI [16] mostly falls into a range of 300
to 1000 points. Thus, we set the number of points per point
cloud as 256 in our framework for performing FPS. In this
section, we investigate the relationship between the number
of points per point cloud during inference and model perfor-
mance. Table 6 presents the experimental results of varying
the number of points per point cloud on both DeepSDF and
our model with Waymo [37]. As shown, when the num-
ber of points decreases, the performance of DeepSDF drops
dramatically whereas our method holds steady.

Num of Points 256 128
Metric ACDmean ↓ ACDmedian ↓ ACDmean ↓ ACDmedian ↓

DeepSDF 6.26 5.81 12.52 8.51
Ours 3.36 2.26 3.47 2.64

Table 6. Ablation study on Waymo [37] using different numbers
of points per point cloud. ACD is multiplied by 103.
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