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Abstract

In the current deep learning paradigm, the amount and
quality of training data are as critical as the network archi-
tecture and its training details. However, collecting, pro-
cessing, and annotating real data at scale is difficult, ex-
pensive, and time-consuming, particularly for tasks such as
3D object registration. While synthetic datasets can be cre-
ated, they require expertise to design and include a limited
number of categories. In this paper, we introduce a new
approach called AutoSynth, which automatically generates
3D training data for point cloud registration. Specifically,
AutoSynth automatically curates an optimal dataset by ex-
ploring a search space encompassing millions of potential
datasets with diverse 3D shapes at a low cost. To achieve
this, we generate synthetic 3D datasets by assembling shape
primitives, and develop a meta-learning strategy to search
for the best training data for 3D registration on real point
clouds. For this search to remain tractable, we replace
the point cloud registration network with a much smaller
surrogate network, leading to a 4056.43 times speedup.
We demonstrate the generality of our approach by imple-
menting it with two different point cloud registration net-
works, BPNet [13] and IDAM [34]. Our results on TUD-
L [26], LINEMOD [23] and Occluded-LINEMOD [7] evi-
dence that a neural network trained on our searched dataset
yields consistently better performance than the same one
trained on the widely used ModelNet40 dataset [65].

1. Introduction

3D point cloud registration, which aims to estimate the
relative transformation between two given point clouds, is a
traditional computer vision task. With the advent of deep
learning, point cloud registration is nowadays commonly
tackled with deep networks, achieving impressive results.
The main research direction in this area consists of de-
signing new network architectures to improve performance.
Here, by contrast, we argue that the quantity and quality
of training data have as crucial an impact on the networks’

performance as its architecture and training details, and thus
advocate data creation as a research goal in itself.

The traditional approach to collecting 3D registration
data consists of scanning real objects. This, however, is
highly time-consuming and does not scale to the quantity of
data commonly expected for deep network training. Gener-
ating synthetic data, therefore, comes as a promising alter-
native. Nevertheless, it requires access to 3D object models,
thus often limiting the number of categories, and human ex-
pertise to generate realistic data, typically leading to a do-
main gap w.r.t. real-world point clouds despite best efforts.

In this work, we address this by introducing an approach
dubbed AutoSynth, automating the process of curating a 3D
dataset. Specifically, we aim for the resulting dataset to act
as effective training data for a 3D object registration net-
work that will then be deployed on real-world point clouds.
To achieve this, we develop a meta-learning strategy that
searches for the optimal dataset over a space encompass-
ing millions of potential datasets, covering a wide diver-
sity of 3D shapes. The search is guided by a target real-
world dataset, thus producing data that reduces the domain
gap. Our experiments demonstrate that the resulting train-
ing dataset yields improved registration performance not
only on the target data but on other real-world point clouds.

For this to be possible, we design a very large search
space based on the assumption that complex shapes can be
created by combining simple primitives. Diverse datasets
can then be sampled from this space, and we design an evo-
lutionary algorithm to automatically curate the best training
dataset to achieve high performance on the target data. Em-
ploying a registration network in the search process, how-
ever, would be impractical as even the smallest competitive
model would require 1, 875 GPU days on a single RTX8000
for only 1, 000 search steps. To make the search tractable,
we observe that the true quality function, i.e., the accuracy
of the registration network of interest, can be replaced with
a proxy one, i.e., the reconstruction accuracy of an autoen-
coder. Specifically, our experiments evidence that, for the
same training and testing data, registration accuracy and re-
construction quality follow the same trend, even when using

ar
X

iv
:2

30
9.

11
17

0v
1 

 [
cs

.C
V

] 
 2

0 
Se

p 
20

23



an autoencoder whose architecture is orders of magnitude
smaller than that of any registration network able to produce
nontrivial results. As such, our approach yields a 4056.43×
speedup compared to using a registration network.

We demonstrate the generality of our approach by imple-
menting it with two different point cloud registration net-
works, BPNet [13] and IDAM [34]. Our results on TUD-
L [26], LINEMOD [23] and Occluded-LINEMOD [7] con-
sistently demonstrate that a neural network trained on our
searched dataset achieves better performance than the same
one trained on the widely used ModelNet40 dataset [65].

Our main contributions can be summarized as follows:

• We present AutoSynth, a novel meta-learning-based
approach to automatically generate large amounts of
3D training data and curate an optimal dataset for point
cloud registration.

• We show that the search can be made tractable by
leveraging a surrogate network that is 4056.43 times
more efficient than the point cloud registration one.

• We evidence that using a single scanned real-object as
target dataset during the search yields a training set that
leads to good generalization ability.

2. Related Work
Traditional point cloud registration methods. Point

cloud registration aims to estimate the relative pose between
two input point sets. Many algorithms [2, 41, 46, 42, 17, 40,
50, 27, 29, 54, 53, 70, 33, 1, 24, 22, 18, 9, 8, 21, 35] have
contributed to achieving this. The best-known one proba-
bly is Iterative Closest Point (ICP) [5], which has served
as basis for many variants, such as Generalized-ICP [55]
and Sparse ICP [6], aiming to improve robustness to noise
and mismatches. We refer the reader to [44, 52] for a re-
view of ICP-based strategies. The main drawback of ICP-
based methods is their requirement for a reasonable initial-
ization to converge to a good solution. As a consequence,
recent efforts have been made towards global optimization
strategies, leading to algorithms such as Go-ICP [72], Su-
per4PCS [41], and Fast Global Registration (FGR) [77].
While effective, these methods still suffer from the pres-
ence of noise and outliers in the point sets. This is ad-
dressed by post-processing strategies, such as that of [60],
TEASER [70], and TEASER++ [71].

Learning-based object point cloud registration. Fol-
lowing the current trend in computer vision, much recent
point cloud registration research has focused on a deep
learning-based approach. A key requirement to achieve
this was the design of deep networks acting on unstruc-
tured sets. Deep sets [75] and PointNet [45] constitute
pioneering works in this direction. In particular, Point-
NetLK [3] combines the PointNet backbone with the tradi-

tional, iterative Lucas-Kanade (LK) algorithm [39] so as to
form an end-to-end registration network; DCP [62] exploits
DGCNN [64] backbones followed by Transformers [59] to
establish 3D-3D correspondences. While effective, Point-
NetLK and DCP cannot tackle the partial-to-partial regis-
tration scenario. That is, they assume that both point sets
are fully observed, during both training and test time. PR-
Net [63] and IDAM [34] address this via a deep network
designed to extract keypoints from each input set and match
these keypoints. By contrast, RPM-Net [73] and RGM-
Net [19] build on DCP and adopt a different strategy, re-
placing the softmax layer with an optimal transport one so
as to handle outliers. DeepGMR [74] leverages mixtures of
Gaussians and formulates registration as the minimization
of the KL-divergence between two probability distributions
to handle outliers. While the above-mentioned methods
were designed to handle point clouds in full 3D, the recent
BPNet [13] was shown to successfully tackle registration
from 2.5D measurements, including on real scene datasets,
such as TUD-L [26], LM [23] and LMO [7]. Here, we fol-
low an orthogonal direction to these works, and address the
task of learning to generate synthetic training data to gener-
alize to real scene test-time observations. We will demon-
strate our approach using both BPNet [13] and IDAM [34].

Learning to generate training data. Data is essential
for the success of learning-based methods, including point
cloud registration ones. While much effort has been made to
obtain real-world 3D ground truth [26, 23, 7, 25, 16, 31, 67,
48, 15, 58, 20], synthetic data generation [65, 66, 37, 61, 11]
has emerged as an effective alternative source for supervi-
sion. For such synthetic datasets, e.g., ModelNet40 [65],
the creation of each mesh model nonetheless requires hu-
man supervision to control its size, position, texture, etc.
Hence producing a large amount of synthetic objects re-
mains laborious. This raises the question of the feasibility
to automatically generate the training data.

In this context, most existing works focus on synthesiz-
ing images. For example, the work of [51], Meta-Sim [30],
Meta-Sim2 [14], and AutoSimulate [4] learn simulator hy-
perparameters to maximize the performance of a model on
semantic segmentation or object detection. This is achieved
by treating the entire data generation and network training
pipeline as a black-box, and using reinforcement learning-
based gradient estimation. However, these methods still re-
quire manually-designed object and scene models as input
to the simulator, thus limiting the generated data to a small
number of scenes. By contrast, AutoFlow [57] leverages
web images to learn to generate image pairs, thus greatly
increasing the data diversity. This, however, does not eas-
ily generalize to generating point cloud data. A few works
have nonetheless tackled the problem of generating 3D data
using shape primitives. In particular, [68] does so to build
training data for a shape-from-shading network that recon-



structs object shapes from image sequences; [69] generates
3D synthetic training data to estimate the surface normals,
depth, albedo, and shading maps from a single RGB image.

Importantly, these techniques rely on the main task net-
work to evaluate the effectiveness of the training data. With
the typical growth of state-of-the-art deep network for point
cloud registration, this would result in an intractable com-
putational cost. Here, we therefore propose to replace the
main task network with a lightweight surrogate network in
the searching phase, which we demonstrate to maintain the
final performance while requiring three orders of magni-
tude less computation. Note that our approach does not fol-
low the predictor-based strategy commonly used in neural
architecture search [36, 43, 12]. Specifically, these meth-
ods still require training a thousand target models to then
train the predictor, which remains too expensive for the
computationally-intensive state-of-the-art point cloud reg-
istration networks. Here, instead, we leverage a surrogate
network that completely replaces the original one.

3. Methodology
3.1. Problem Formulation

Our objective is to automatically generate a synthetic 3D
dataset Dsyn such that the main task model (MTM), i.e., a
point cloud registration model Ψ in our case, achieves max-
imum accuracy on the test set when trained on Dsyn until
convergence. The test set is evidently not available during
training, and thus we mimic it with a target dataset Dtgt.

Formally, we express the problem of searching for a syn-
thetic dataset Dsyn as that of finding a policy P , encom-
passing hyperparameters to generate a 3D dataset, such that
Ψ(w,Dsyn(P )) achieves the best performance on Dtgt.
The set of all policies is referred to as the search space O,
and we use an evolutionary algorithm to find the best policy
P̂ that minimizes the evaluation loss

P̂ = argmin
P∈O

Leval(Ψ(w,Dsyn(P )), Dtgt), (1)

where w denotes the weights of the MTM trained on Dsyn

until convergence.

3.2. Search Space

The search space defines the set of policies that the
meta-learning method can explore during training. In other
words, it encompasses all possible training datasets, with
each policy corresponding to the hyperparameters used to
create one 3D dataset. To generate a dataset, we exploit
the observation that complex shapes can be obtained by
combining simple primitives [10, 68, 56], such as cuboids,
cones, cylinders, etc. Following [49, 68], we define each
shape primitive as an implicit surface function F : R3 → R,
such that a point x ∈ R3 on the primitive’s surface satis-
fies F(x) = 0, whereas F(·) < 0 for interior points and

F(·) > 0 for exterior ones. In other words, F encodes a
signed distance function.

Each primitive can then undergo a set of transformations.
Specifically, we focus on affine transformations, such as
translation, rotation, scaling, shearing, and stretching. For a
3D point x, this can be expressed as

T (x) = αTrotTshearTstretchx− t, (2)

where α is a scaling parameter controlling the overall size of
the primitive, t is a translation vector, Trot is a rotation ma-
trix, Tshear = SxSySz is a matrix combining shearing op-
erations along the different axes, and Tstretch = AxAyAz

is a matrix controlling the scale of the primitive along the
different axes. Given an existing shape primitive F(x), the
transformed shape can be obtained as F(T (x)).

To composite the individual transformed primitives into
a complex shape, we utilize logic operators between shapes,
as discussed below. Specifically, to create more distinct
shapes from our primitives, we perform truncation with a
plane. Let F(x) denote a transformed primitive, where we
neglect the explicit dependency on the transformation T (·)
for ease of notation. Furthermore, let Fplane(x) denote a
plane, defined by a point and a surface normal. The trunca-
tion operation can then be expressed as

Ftruncation(x) = max(F(x), Fplane(x)) . (3)

Given a set of m transformed and truncated primitives
with implicit representations {F1(x),F2(x), . . . ,Fm(x)},
we combine the shapes using the union operator, which can
be expressed as

Funion(x) = {F1(x),F2(x), . . . ,Fm(x)} . (4)

The final object mesh is generated by merging all ver-
tices and faces of each transformed shape primitive. This
operation is substantially faster than mesh union [28],
Funion(x) = min(F1(x),F2(x), . . . ,Fm(x)), in practice.
The mesh of the primitives can be obtained via the marching
cube [38] or simply-defined vertices and faces, and shape
generation can be sped up by saving and reusing them.

In this framework, a policy P consists of the 11 pa-
rameters corresponding to the above-mentioned 11 opera-
tions. Specifically, the operations we search over are ro-
tation {1}, translation {1}, overall scale {1}, shearing on
each axes {3}, and stretching on each axes {3}, with ad-
ditional parameters encoding the number of primitives to
consider {1} and the truncation plane {1}. Each operation
also comes with a default range of magnitude. We discretize
the range of magnitude into nine values so that we can use a
discrete search algorithm to find them. Ultimately, finding
the optimal policy P becomes a search problem in a space
that contains 911 = 31, 381, 059, 609 possibilities. We refer
to this search space as O.
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Figure 1: Comparison of the point cloud registration net-
work (top) and the point cloud reconstruction one (bottom)

Note that the operations described above allow us to
form a large search space, which we will show to be effec-
tive in practice. However, they are by no means the unique
way of defining such a space, and we hope that our work
will motivate others to design new search spaces.

3.3. Evolutionary Algorithm

To automatically search for the optimal policy P in the
search space so as to minimize L in Eq. (1), we employ
an evolutionary algorithm with a tournament selection strat-
egy [47]. This algorithm acts as a meta-learner, which itera-
tively provides policies from which we generate the dataset
Dsyn(P ). The deep network is then trained on the gener-
ated dataset Dsyn(P ) and evaluated on Dtgt to obtain feed-
back on its effectiveness. The meta-learner then generates a
new policy based on this feedback, which causes the dataset
to evolve due to policy changes. This approach allows Dtgt

to affect the final policy, and if it consists of scanned real-
objects, it can help to narrow the domain gap.

Specifically, the evolutionary algorithm starts with an
initial population of k policies: Q = {P1, P2, . . . , Pk|Pi ∈
O}. During each evolutionary step, two individuals
{Pi, Pj} are chosen from the population Q and their eval-
uation loss {L(Pi),L(Pj)} are compared, where L(Pi) =
Leval(Ψ(w,Dsyn(Pi)), Dtgt). After each competition, we
select the best policy as parent and generate a new policy,
Pchild, through mutation. By adding the new Pchild to the
policy pool and removing the worst-performing policy, we
ensure that the policy pool remains of the same size and
does not shrink. Specifically, the mutation is performed by
randomly choosing one out of the 11 policy hyperparame-
ters from the duplicated best policy and changing this hy-
perparameter label to another discrete label. For example,
for rotation, assuming a discretization in steps of π

8 , the mu-
tation may change the original label π

8 to 3π
8 . We then cre-

ate a new synthetic dataset Dsyn(Pchild) from the mutated
child, and train the network Ψ on it until convergence. At

the next evolutionary step, the child has then the possibility
of becoming a parent. This process is repeated to evolve
policies until a maximum number of trials is reached. We
then select the policy with the best evaluation result as the
optimal policy P̂ . The details are given in Algorithm 1.

Algorithm 1: Evolutionary Policy Search
Input : Search space O, population size k, max

number of trials M , target dataset Dtgt,
deep network Ψ.

Output: Policy P̂ to generate the data that achieves
the highest validation performance

1 initialize population(Q) by randomly sampling k
policies from O.

2 current trial num := 0
3 while current trial num < M do
4 1. randomly select two individuals Pi and Pj

from Q.
5 2. train the network Ψ on these two datasets

Dsyn(Pi) and Dsyn(Pj) until convergence.
6 3. compare the evaluation loss on the target

dataset Dtgt, and get the best individual and
the worst individual (tournament selection)

7 4. delete the worst individual from Q;
8 5. mutate the best individual, add it to the

population Q, and train the individual;
9 6. current trial num += 1 ;

10 end

3.4. Surrogate Task Model

The search algorithm described in Sec. 3.3 requires train-
ing a target task model to convergence at every evolutionary
trial. Unfortunately, the state-of-the-art point cloud regis-
tration networks tend to involve many parameters and ex-
pensive layers, such as transformers, as illustrated in the
top portion of Fig. 1 for BPNet. As such, searching for the
best training data with our search procedure would become
prohibitively expensive. For example, using BPNet, one of
the smallest registration models, a single trial in the search
process would cost 1.875 GPU days on one Nvidia-V100.
Therefore, a standard search process of 1, 000 trials would
require 1, 875 GPU days.

To address this, we propose to replace the target task
model with a model tackling a surrogate task. For this sub-
stitution to make sense, the surrogate model should meet the
following conditions: (i) It should take as input the same
type of data as the target model, i.e., point clouds; (ii)it
should not require any extra annotations; (iii) it should be
trainable much more quickly than the task model; (iv) its be-
havior, i.e., evaluation loss, should follow a similar trend to
that of the target model as the training data changes. These
constraints immediately discard any point registration net-



work, even much reduced versions of existing ones, as we
have observed that meaningful registration results can only
be obtained with architectures that would be too large for
our purpose. Instead, we propose to make use of a point
cloud reconstruction network. This choice was motivated
by the observation that, by definition, such a network also
operates on point clouds; it does not require any annota-
tions, only the point clouds themselves; it can exploit a
much more lightweight architecture, as it does not need to
compare two point clouds and thus can be designed without
transformer layers.

This leaves the question of evaluation loss behavior. This
can be answered from the perspective of multi-task learning
literature [76], which has demonstrated that different tasks
performed on the same input data often follow similar be-
havior, i.e., improving one also improves the others. More
pragmatically, we will show in our experiments that the be-
havior of our point cloud reconstruction network follows
that of the registration one as we vary the training set.

Surrogate network architecture. The architecture of
our surrogate network is shown in the bottom portion
of Fig. 1. In essence, it is an autoencoder, relying on the
same DGCNN block as the registration network but with-
out any transformer layers. Instead, to prevent the network
from directly copying the input point cloud to the output,
we project the outputs of the DGCNN to a low-dimensional
latent space, and then force the network to reconstruct the
whole point cloud from this compressed representation.

Formally, the input to the network is a point set X =
{x1, . . . , xv}, where xi ∈ R3 represents a 3D point posi-
tion. We obtain the point set X by uniform sampling from
the mesh model. The output Y is the same size point set,
representing the reconstructed point positions. The encoder
projects each input point cloud into a latent space and the
decoder reconstructs the point cloud from the latent repre-
sentation. We then compute the reconstruction error for Y
using the symmetric Chamfer distance

LCD =
1

2m
(
∑
x∈X

min
y∈Y

∥x−y∥22+
∑
y∈Y

min
x∈X

∥y−x∥22) . (5)

We train the surrogate network parameter θ by solving

θ∗ = argmin
θ

LCD(Ψsurrogate(θ,Dsyn)). (6)

In the searching phase, we therefore also use the symmetric
Chamfer distance as fitness score, giving the loss

L(P ) = LCD(Ψsurrogate(θ
∗, Dsyn(P )), D̂tgt) . (7)

Our surrogate task model only needs 15min to converge
and only requires 1.42GB GPU memory. An experiment
with 1, 000 trials only takes 0.462 GPU days on Nvidia-
V100 GPU, which is 4056.43 times more efficient than us-
ing the original registration network.

4. Experiments
In this section, we evaluate the effectiveness of our Au-

toSynth training set search strategy. Below, we first pro-
vide implementation details. We then present results on real
scenes, and finally analyze different aspects of our approach
via ablation studies.

Implementation details. Our complete pipeline con-
sists of two steps: Searching for the best policy using Au-
toSynth, and training the registration network on the train-
ing dataset generated using the best policy.

To generate complex 3D datasets, we utilize a set of
shape primitives that includes sphere, cuboid, cone, cylin-
der, torus, tetrahedron, octahedron, icosahedron, and dodec-
ahedron, as these have shown promising results in our anal-
ysis. This set of primitives, however, is not exhaustive and
we hope that our results will encourage other researchers to
further expand it and propose better alternatives.

In the search process, we build our target dataset Dtgt

using one scanned real object, i.e., Stanford bunny. We
augment it with random rotations to generate 100 samples,
which constitute Dtgt. We set the population size to be 32
and the maximum number of trials to be 1, 000, which we
observed to be sufficient to obtain a good policy. For the
reconstruction network, we set the batch size to be 8 and
use the Adam [32] with a learning rate of 0.001. For each
trial in the search phase, we train the reconstruction network
for 20, 000 iterations, after which the network has typically
converged. Once the best policy is found, we use it for all
the experiments, i.e., we only searched for the policy once.

For BPNet [13] and IDAM [34], we use the modified
versions of [13] with Match Normalization. We only re-
place the training data but keep the same parameter settings
as in [13] to train them to convergence. For the real-scene
datasets, we use the provided training sequence. For Mod-
elNet40 [65], we use the official training split, which con-
sists of 9, 843 mesh models across 40 categories. To ob-
tain a source point cloud, we sample points uniformly from
a mesh model. For the target point cloud, we generate a
depth map from the mesh and with a random camera pose,
and sample points from it. For our AutoSynth search pro-
cess, we only need the source point cloud as input, which
also acts as ground truth for the reconstruction network.

Following [13], we report the rotation and translation
mAP, the ADD, and the BOP benchmark metrics.

4.1. Results on Real-scene Datasets

Here, we compare our AutoSynth searched dataset to
ModelNet40 by evaluating the performance of the registra-
tion models, i.e., BPNet and IDAM, trained on them. To
this end, we evaluate the trained models on three different
real-scene datasets, i.e, TUD-L, LM, and LMO. Note that
this corresponds to an unseen-object setting, as the training
mesh models do not overlap with the test ones.



Rotation mAP Translation mAP ADD BOP Benchmark
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d VSD MSSD MSPD AR

IDAM-Real 0.56 0.58 0.61 0.55 0.66 0.81 0.58 0.580 0.604 0.618 0.601
BPNet-Real 0.91 0.92 0.93 0.86 0.95 0.99 0.93 0.859 0.914 0.935 0.903

ICP 0.02 0.02 0.02 0.01 0.14 0.57 0.02 0.117 0.023 0.027 0.056
FGR(FPFH) 0.00 0.01 0.01 0.04 0.25 0.63 0.01 0.071 0.007 0.008 0.029
TEASER++(FPFH) 0.13 0.17 0.19 0.03 0.22 0.56 0.17 0.175 0.196 0.193 0.188
Super4PCS 0.30 0.50 0.56 0.05 0.40 0.92 0.54 0.265 0.500 0.488 0.418
⋆Vidal-Sensors18 - - - - - - - 0.811 0.910 0.907 0.876
⋆Drost - - - - - - - 0.809 0.875 0.872 0.852
IDAM-MN40 0.30 0.32 0.36 0.31 0.41 0.73 0.34 0.373 0.362 0.364 0.366
IDAM-AutoSynth 0.40 0.43 0.46 0.41 0.54 0.83 0.45 0.496 0.454 0.471 0.474
BPNet-MN40 0.71 0.74 0.77 0.70 0.80 0.94 0.76 0.724 0.772 0.796 0.763
BPNet-AutoSynth 0.78 0.81 0.85 0.77 0.86 0.95 0.84 0.777 0.845 0.867 0.829

Table 1: Quantitative comparison of registration models trained on AutoSynth and ModelNet40 on the TUD-L real scene
dataset. Note that BPNet-Real and IDAM-Real were trained with the TUD-L real scene training sequence, i.e., not in the
unseen-object setting. BPNet-MN40 was trained on ModelNet40-full. BPNet-AutoSynth was trained on our AutoSynth
generated dataset with the Stanford bunny as target dataset. The results for Vidal-Sensor18 [60] and Drost (Drost-CVPR10-
3D-Edges) [17] were directly taken from the BOP leaderboard.

Rotation mAP Translation mAP ADD BOP Benchmark
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d VSD MSSD MSPD AR

IDAM-Real 0.15 0.23 0.27 0.25 0.54 0.91 0.23 0.352 0.311 0.345 0.336
BPNet-Real 0.43 0.59 0.67 0.49 0.83 0.97 0.60 0.616 0.680 0.737 0.678

ICP 0.00 0.01 0.01 0.04 0.27 0.82 0.01 0.092 0.014 0.027 0.044
FGR(FPFH) 0.00 0.00 0.00 0.05 0.31 0.89 0.00 0.068 0.000 0.010 0.026
TEASER++(FPFH) 0.01 0.03 0.05 0.03 0.21 0.73 0.03 0.108 0.076 0.098 0.094
Super4PCS 0.02 0.09 0.15 0.04 0.31 0.89 0.10 0.117 0.178 0.201 0.165
⋆PPF 3D ICP - - - - - - - 0.719 0.856 0.866 0.814
⋆Drost - - - - - - - 0.678 0.786 0.789 0.751
IDAM-MN40 0.08 0.11 0.14 0.15 0.44 0.89 0.12 0.258 0.178 0.206 0.214
IDAM-AutoSynth 0.21 0.29 0.33 0.28 0.60 0.91 0.29 0.420 0.359 0.398 0.392
BPNet-MN40 0.31 0.42 0.50 0.37 0.69 0.95 0.43 0.491 0.518 0.571 0.527
BPNet-AutoSynth 0.36 0.49 0.58 0.41 0.74 0.94 0.50 0.538 0.579 0.641 0.586

Table 2: Quantitative comparison of registration models trained on AutoSynth and ModelNet40 on the LINEMOD real
scene dataset. PPF 3D ICP [17] and Drost (Drost-CVPR10-3D-Only) [17] are traditional methods and represent the best
depth-only performers from the BOP leaderboard.

TUD-L dataset. The results of all methods on TUD-
L are summarized in Tab. 1. In Tab. 1, the ’-Real’ model
was trained and tested on TUD-L’s real scene data, corre-
sponds to the ’seen’ object setting. On the other hand, the
’-AutoSynth’ model, trained on synthetic data and tested
on TUD-L’s real scene data, represents an ’unseen’ object
setting. This discrepancy in settings accounts for the ob-
served performance difference. The same principle applies
to Tabs. 2 and 3, which were tested using the LM and LMO
datasets. Furthermore, we also report the results of the top-
performing traditional, learning-free, registration methods.

BPNet and IDAM trained on our AutoSynth searched

dataset yield significantly better performance than their
counterparts trained on ModelNet40. This evidences the
superiority of our searched dataset, containing more diverse
and complex objects.

Note that the traditional methods based on FPFH fea-
tures yield poor results. However, ‘VidalSensors18’ and
‘CVPR10-3D-Edges’, two traditional methods correspond-
ing to the top depth-only performers in the BOP leader-
board, remain more effective than any learning-based
method, including ours, in the unseen-object setting. Nev-
ertheless, we push the limits of what synthetic data can
achieve for deep learning-based methods, thus opening the



Rotation mAP Translation mAP ADD BOP Benchmark
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d VSD MSSD MSPD AR

IDAM-Real 0.15 0.22 0.32 0.23 0.58 0.88 0.25 0.349 0.320 0.374 0.348
BPNet-Real 0.31 0.46 0.56 0.37 0.70 0.91 0.47 0.478 0.542 0.612 0.544

ICP 0.01 0.01 0.01 0.07 0.36 0.85 0.01 0.085 0.014 0.032 0.044
FGR(FPFH) 0.00 0.00 0.00 0.08 0.43 0.85 0.00 0.055 0.000 0.009 0.021
TEASER++(FPFH) 0.01 0.02 0.05 0.04 0.26 0.77 0.02 0.096 0.060 0.093 0.083
Super4PCS 0.01 0.03 0.06 0.06 0.31 0.83 0.03 0.054 0.072 0.113 0.080
⋆Vidal-Sensors18 - - - - - - - 0.473 0.625 0.647 0.582
⋆PPF 3D ICP - - - - - - - 0.523 0.669 0.716 0.636
IDAM-MN40 0.04 0.08 0.11 0.12 0.47 0.88 0.07 0.205 0.112 0.153 0.157
IDAM-AutoSynth 0.14 0.21 0.26 0.23 0.57 0.88 0.20 0.316 0.272 0.322 0.303
BPNet-MN40 0.22 0.32 0.41 0.30 0.63 0.92 0.34 0.395 0.404 0.472 0.423
BPNet-AutoSynth 0.25 0.35 0.41 0.34 0.65 0.92 0.37 0.410 0.429 0.501 0.447

Table 3: Quantitative comparison of registration models trained on AutoSynth and ModelNet40 on the Occluded-LINEMOD
real scene dataset. Vidal-Sensors18 [60] and PPF 3D ICP [17] are traditional methods and represent the best depth-only
performers from the BOP leaderboard.

door to future research on learning to generate training data.
The reason why BPNet-Real and IDAM-Real achieve

better performance than these models trained on synthetic
data is twofold. First, they work in the easier setting where
the test object has been observed during training. Second,
there remains a domain gap between real-scene depth maps
and synthetic ones. While our results show that our Au-
toSynth approach bridges part of this gap, further reducing
it remains a topic for future research.

LINEMOD dataset. The LINEMOD dataset is more
challenging than TUD-L because of the presence of sym-
metric objects and minor occlusions at the object bound-
aries. As shown in Tab. 2, even Super4PCS fails to yield
meaningful results on this dataset. Our BPNet-AutoSynth
and IDAM-AutoSynth again achieve better performance
than BPNet-MN40 and IDAM-MN40. This shows that
the dataset searched by our AutoSynth algorithm on the
Stanford bunny generalizes well to different real-scene
datasets. Note that, the IDAM-AutoSynth achieves even
better performance than IDAM-Real. This is because the
LINEMOD dataset does not provide real depth maps for
training data, and we thus used the synthetic ones provided
by LINEMOD, which also suffer from a domain gap w.r.t.
the real test data. This shows that training on data with more
diverse shapes can improve evaluation performance when
the domain gap is large.

Occluded-LINEMOD dataset. The Occluded-
LINEMOD dataset depicts an even more challenging
scenario than LINEMOD by including severe occlusions.
As such, as shown in Tab. 3, the results of all the methods
deteriorate. Nevertheless, BPNet-AutoSynth and IDAM-
AutoSynth still significantly outperform BPNet-MN40
and IDAM-MN40, respectively. This further demonstrates
that our searched dataset delivers a consistent performance

improvement across different real evaluation datasets and
different point cloud registration frameworks.

4.2. Analysis

Here, we conduct ablation studies to analyze (i) the be-
havior similarity of the main and surrogate task networks;
(ii) the impact of the target dataset; (iii) the effectiveness
of the guidance from the surrogate network; and (iii) the
impact of pre-training on the searched data.

Behavior of the main and surrogate task networks.
We conduct experiments to compare the performance of
models trained on datasets with different numbers of shapes
by adjusting the number of ModelNet40 mesh models used
for training. Specifically, we randomly sample M ∈
{1, 5, 10, 50} models per ModelNet40 category. For exam-
ple, MN40(01 per cate) was built by taking a single mesh
model from each category, and thus contains 40 mesh mod-
els. For this set of experiments, we use BPNet as our main
task registration network.

We summarize the results in Tab. 4, where we also re-
port the reconstruction errors of the surrogate reconstruc-
tion network trained on the same data. These results evi-
dence that both tasks, i.e., registration and reconstruction,
follow the same trend as the number of training meshes
changes. In short, increasing the number of training mod-
els improves pose estimation accuracy and lowers recon-
struction error. Importantly, the results obtained with our
AutoSynth searched dataset are the best, confirming the ef-
fectiveness of our surrogate task network.

Impact of the target dataset Dtgt. To assess the in-
fluence of Dtgt on the search, we compare the use of a
scanned real-object with an MN40(01 per cate) dataset, us-
ing BPNet as backbone. Our framework leverages a feed-
back mechanism to learn from Dtgt, which helps to narrow



Method BPNet AutoEncoder

Rotation mAP Translation mAP ADD Recontruction
Dataset Setting 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d Chamfer Dist

TUD-L

MN40(01 per cate) 0.59 0.62 0.68 0.59 0.71 0.92 0.65 22.27
MN40(05 per cate) 0.61 0.66 0.69 0.62 0.74 0.90 0.68 17.81
MN40(10 per cate) 0.66 0.70 0.73 0.66 0.82 0.92 0.72 9.97
MN40(50 per cate) 0.69 0.72 0.75 0.69 0.81 0.91 0.75 6.82

MN40-full 0.71 0.74 0.77 0.70 0.80 0.94 0.76 6.65
AutoSynth 0.78 0.81 0.85 0.77 0.86 0.95 0.84 4.16

Table 4: Comparison of BPNet trained with different datasets and evaluated on the TUD-L real scene dataset. For Model-
Net40, we pick 1, 5, 10 and 50 mesh models from each category, corresponding to 40, 200, 400, 2000 mesh models. The
Chamfer distance is multiplied by 103. Note that, for both registration and reconstruction, increasing the number of training
mesh models improves the performance.

Rotation mAP Translation mAP ADD
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d

MN40(01) 0.59 0.62 0.68 0.59 0.71 0.92 0.65
MN40 0.71 0.74 0.77 0.70 0.80 0.94 0.76
AS(MN40(01)) 0.76 0.80 0.84 0.77 0.86 0.93 0.82
AS(Real) 0.78 0.81 0.85 0.77 0.86 0.95 0.84

Table 5: Results of employing different datasets as the tar-
get dataset with BPNet as backbone. MN40(01) stands for
MN40(01 per cate); AS stands for AutoSynth.

Rotation mAP Translation mAP ADD
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d

full-range 0.66 0.68 0.70 0.64 0.75 0.90 0.69
no-feedback 0.61 0.65 0.69 0.62 0.74 0.89 0.68
Surrogate net 0.78 0.81 0.85 0.77 0.86 0.95 0.84

Table 6: Effectiveness of the feedback mechanism. Using
our surrogate reconstruction network to guide the search
clearly outperforms both selecting a random policy and us-
ing the full range policy.

the reality gap when using scanned real-objects. The re-
sults presented in Tab. 5 show that AutoSynth(Real) outper-
forms AutoSynth(MN40(01 per cate)), which confirms our
claim. Note that BPNet trained using MN40(01 per cate)
as Dsyn yields better results than the one trained on it di-
rectly. This is due to the fact that the 3D dataset evolved
from MN40(01 per cate) contains more distinct shapes than
it, resulting in better performance.

Effectiveness of the guidance from the surrogate net-
work. Here, we evaluate the effectiveness of the surro-
gate network Ψsurrogate at guiding the search towards the
best policy by comparing it with two alternatives that of-
fer no guidance: (i) A no-feedback strategy corresponding
to randomly picking a policy from the search space; (ii)

Rotation mAP Translation mAP ADD
Method 5◦ 10◦ 20◦ 1cm 2cm 5cm 0.1d

Real 0.91 0.92 0.93 0.86 0.95 0.99 0.93
AutoSynth 0.78 0.81 0.85 0.77 0.86 0.95 0.84
Pretrain 0.94 0.95 0.96 0.90 0.97 1.00 0.96

Table 7: BPNet trained on TUD-L vs AutoSynth vs Au-
toSynth pre-trained followed by TUD-L fine-tuning.

a full-range policy consisting of randomly sampling using
the largest possible range of transformations during train-
ing. The comparison in Tab. 6 on the TUD-L dataset testing
sequence and with BPNet as registration network clearly
shows the benefits of the surrogate network for the search.

Impact of pre-training on the searched data. To eval-
uate the use of our approach as a pre-training strategy, we
pre-train the network on the AutoSynth-searched data and
fine-tune it on the TUD-L training set. As shown in Tab. 7,
this lets us reach a new SOTA performance (0.94 in R5◦

mAP), showing the effectiveness of our AutoSynth dataset.

5. Conclusion

We have introduced a novel algorithm to automatically
generate large amounts of 3D training dataset and curate
the optimal one from the millions of options. To this end,
we have proposed to use a surrogate reconstruction network
while searching for a data generation policy, thus acceler-
ating the search by 4056.43 times. We have evidenced the
generality of our approach by evaluating it with two dif-
ferent point cloud registration methods, BPNet and IDAM.
Our experiments on real-scene datasets have evidenced that
a network trained on our searched dataset consistently out-
performs the same model trained on the widely used Mod-
elNet40 dataset. As shown by our results, however, there
remains a gap between our searched dataset and real scans.
In the future, we will study how to further bridge this gap
by improving the realism of the synthesized data.
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