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Abstract

Weakly-supervised action localization aims to recognize
and localize action instancese in untrimmed videos with
only video-level labels. Most existing models rely on multi-
ple instance learning(MIL), where the predictions of unla-
beled instances are supervised by classifying labeled bags.
The MIL-based methods are relatively well studied with co-
gent performance achieved on classification but not on lo-
calization. Generally, they locate temporal regions by the
video-level classification but overlook the temporal varia-
tions of feature semantics. To address this problem, we pro-
pose a novel attention-based hierarchically-structured la-
tent model to learn the temporal variations of feature se-
mantics. Specifically, our model entails two components,
the first is an unsupervised change-points detection mod-
ule that detects change-points by learning the latent repre-
sentations of video features in a temporal hierarchy based
on their rates of change, and the second is an attention-
based classification model that selects the change-points of
the foreground as the boundaries. To evaluate the effec-
tiveness of our model, we conduct extensive experiments
on two benchmark datasets, THUMOS- 14 and ActivityNet-
v1.3. The experiments show that our method outperforms
current state-of-the-art methods, and even achieves compa-
rable performance with fully-supervised methods.

1. Introduction

Action localization is one of the most challenging tasks
in video analytics and understanding [[16} |43} [50} [17]. The
goal is to predict the accurate start and end time stamps
of different human actions. Owing to its wide application
(e.g., surveillance [40,42]], video summarization [27]], high-
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light detection [[13]]), action localization has drawn lots of
attention in the community. To tackle this problem, many
methods try to solve it in a fully-supervised manner [,
48, [49], but they rely on massive time-consuming annota-
tions. To alleviate this issue, researchers pay more atten-
tion to weakly-supervised action localization (WSAL) [47,
164117, 1431150, 22| 44} [11} 23], which explores a more effi-
cient learning strategy with only video-level categorical la-
bels. Nevertheless, recent works [22, [11}150L 23] mostly rely
on the multiple instance learning (MIL) framework [56]:
obtaining a video-level prediction via aggregation and op-
timization under the video-level supervision. While sig-
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Figure 1. Visualization of the change-point detection component
and the co-occurrence component(attention-based classification
module) decoupled by our method from a snippet representation.
The change-point component helps to detect change-points of tem-
poral variations, which include the change-points of foreground in
a video(i.e. the highlighted frames in the left part). Collaborating
with the attention module, the points of the foreground are cho-
sen as boundaries of action(i.e. the highlighted frames in the right
part).



nificant improvement has been made in prior MIL-based
work, there is still a huge performance gap between the
weakly-supervised and fully-supervised settings. In consid-
eration of this issue, diverse solutions have been proposed
in the literature. For instance, [47,[16l[17] try to erase the
most discriminative parts for learning action completeness,
[43] 1505 [12] learn with pseudo labels generated by manual
thresholds and iterative refinement, and [33} |37, 54]] formu-
late the WSAL problem as a video recognition problem and
introduce an attention mechanism to construct video-level
features, then apply an action classifier to recognize videos.

All the above approaches largely rely on the video-level
classification model, which aims at learning the effective
classification functions to identify action instances from
bags of action instances and non-action frames, but over-
look the significance of feature variations. In fact, fea-
tures usually contain intense semantic information [} 34]],
mainly stemming from the temporal and spatial variations
in video actions. The variation of features is useful for cor-
recting the wrong action region and adjusting the imprecise
boundary of the temporal proposal. Existing solutions often
neglect such semantics and thus largely suffer from deviated
action boundaries and inaccurate detection.

To better learn the semantics in a given video sample,
the model should be able to encode the temporal variations
of different time factors. Intuitively, these variations in dif-
ferent timescales disentangle different video fragments, and
detection on such variations automatically leads to the de-
tection of change-points, which provide the candidates for
action boundaries.

Derived from the above idea, we propose a novel
Attention-based Hierarchically-structured Latent Model
(AHLM) to model the spatial and temporal features for
WSAL task. Specifically, we detect the action boundaries
as the change-points of a generative model, where those
change-points are determined at the time points with in-
accurate generation. Such generative model, is trained by
learning the hierarchical representations of the feature se-
mantics in the latent space based on the video inputs. By
using an attention-based classification model to select the
change-points of the foreground, AHLM localizes the exact
action boundaries, see Figure E] for an illustration.

To our best knowledge, we are the first to consider
the temporal variation of feature semantics and study the
change-point detection mechanism in WSAL. We design an
AHLM that prominently boosts WSAL performance. Our
main contributions are summarized as follows:

* To leverage the temporal variations of feature seman-
tics for WSAL, we propose a hierarchically-structured
generative latent model that explores spatiotemporal
representations and leverages the temporal feature se-
mantics to detect the change-points of videos.

* We build a new framework, AHLM, which firstly pro-
poses the use of an unsupervised change-points detec-
tor in a latent space to complement weakly supervised
learning, with a novel hierarchical generative model-
baed change-point detector for complex datasets.

* Based on extensive experiments, we demonstrate that,
on two popular action detection datasets, our novel
AHLM provides considerable performance gains. On
THUMOS 14 especially, our method achieves an aver-
age mAP of 47.2% when IOU is from 0.1 to 0.7, which
is the new state-of-the-art (SotA). On ActivityNet v1.3,
our method also achieves the new SotA, with an aver-
age mAP of 25.9% when IOU is from 0.5 to 0.95.

2. Related work
2.1. Weakly-supervised Action Localization

Due to the precise annotation of each action instance in
fully-supervised, the Weakly-supervised Action Localiza-
tion(WSAL) is proposed to reduce the expensive annotation
costs. During training, the WSAL methods [} 34, 43| [50]
require only video-level categorical labels. These methods
can be grouped into two categories, namely top-down and
bottom-up methods. In the top-down pipeline, the video-
level classification model is learned first, and then frames
with high classification activation values are selected as
action locations. [32] and [29] forced foreground features
from the same class to be similar, otherwise dissimilar. Un-
like the top-down scheme, the bottom-up methods directly
produce the attention for each frame from data, and train
a classification model with the features weighted by atten-
tion. Based on this paradigm, [30] further added a regular-
ization term to encourage the sparsity of action. [45] pro-
posed a method to suppress dominance of the most salient
action frames and retrieve less salient ones. [37]] proposed
a model to learn the class-agnostic frame-wise probability
conditioned on the frame attention using conditional Varia-
tional Auto-Encoder (VAE). Nevertheless, all of the afore-
mentioned methods overlook the significance of temporal
variations with respect to features. Unlike these methods,
we focus on modeling the temporal variations of the feature
semantics, and utilize an unsupervised change-point detec-
tion method to localize the action boundaries.

2.2. Unsupervised Action Analysis

Unsupervised learning targets learning effective fea-
ture representations from unlabeled data. [35] proposed
a temporally-weighted hierarchical clustering algorithm to
represent actions in the video. [[7]] estimated the similarities
across smoothed frames through the difference of actions
and external discrepancy across actions. These methods,
however, mainly focused on the variation of the frame(e.g.,
the similarity of frame, the temporal variation of frame).



Similarly, [1] utilized spatial-temporal dynamics of events
to learn the visual structure of events in the latent space.
However, [1] mainly modeled simple datasets(i.e., Break-
fast Actions, 50 Salads, and INRIA Instructional Videos),
as the proposed method lacks the capability to represent
heterogeneous information in an entangled latent space.
Unlike the above methods, we utilize the hierarchically-
structured VAE and subjective timescaled transition model
to learn spatiotemporal semantics on the multi-scaled latent
space, which expands the method’s applicability to more
complex datasets(i.e., Thumos14 and Activitynetl.3).

2.3. Hierarchical Generative Model

The hierarchical generative model has experienced a fast
development in recent years [36}[39,/46], due to the fact that
incorporating hierarchy into latent models improves the ex-
pressiveness of spatiotemporal representation. [39] imple-
mented a stable fully-convolutional and hierarchical VAE
with the use of separate deterministic bottom-up and top-
down information channels. [36] was designed to model
temporal data using a hierarchy of latent variables that up-
date over fixed time intervals. Nevertheless, these methods
were designed to focus on temporal variations while barely
considering temporal semantics. Quite recently, VPR [46]
proposed a subjective timescale-based hierarchical structure
to model the different temporal dynamics, however, they
handled only local information of simple data(e.g., bounc-
ing balls). Consecutive videos, when actions change, have
more complex global semantic information leading to de-
tecting more precise boundaries. In our work, we propose to
simultaneously model the temporal dynamics and the varied
distributions of global semantics which enables the hierar-
chical generative model to the WSAL tasks.

3. Method

Suppose we have a set of training videos and the cor-
responding video-level labels. Specifically, let us denote
for an untrimmed training video, its ground-truth label as
y € RC, where C is the number of action categories.
Note that y could be a multi-hot vector if more than one
action is presented in the video and is normalized with
the [; —normalization. The goal of temporal action lo-
calization is to generate a set of action segments S =
{(s4,€i,ci, qi)}f:1 for a testing video with the number of
I segments, where s;, e; are the start and end time point
of the i-th segment and c¢;, g; are the corresponding class
prediction and confidence score.

Our method follows the bottom-up pipeline for WSAL,
where we detect change-points P = (p;);e7 directly from
data. Here p; is the change-point frame of the video, which
is detected based on the transitions of the observable fea-
tures, and 7" is the set of times when a changed-point oc-
curs. Then we leverage an attention model to optimize

change-points of the video to obtain the refined boundaries.

3.1. Framework Overview

In the localization problem, the target is to predict
the boundaries of the action instance, which is essen-
tially equivalent to solving the boundary problem of se-
mantic representations for those instances. To this end,
our proposed Attention-based Hierarchically-structured La-
tent Model(AHLM) divides this problem into two differ-
ent aspects for boundaries localization, the detection of
feature semantic change-points(DFC), and the extraction
of foreground change-points(EFC). The second term EFC
is optimized by discriminative capacity for action classifi-
cation, which is the main optimization target in previous
works [21,33/12]. In contrast, the first term DFC forces the
representation of spatial features to be accurately predicted
from the temporal changes, which requires the capability of
feature disentanglement. In particular, to learn disentangled
spatiotemporal representations, we exploit an action-based
hierarchical VAE model to encode the input as hierarchical
latent spaces, then construct GRU-based transition models
which learn to predict feature changes in the latent spaces
optimally.

As Figure E] shows, AHLM is a two-branch network, in-
cluding a change-point detection module and an attention-
based classification branch. Given the concatenated fea-
tures X € RT>2P with T snippets for a video, the change-
point detection module predicts the frame-level change-
points P = [p1,pa, ..., p1v], conveying the class-agnostic
change-point boundaries. In the attention-based classi-
fication model, input features X are used to predict an
attention-based snippet-level class activation map M by a
classification head with background class [33| 37], which
learns the frame attention by optimizing the video-level
recognition task. Note that, M = {m.;} LT ¢ ROFLT,
where m..; is the activation of c-th class for ¢-th snippet (the
C + 1-th class means the background category). By sup-
pressing the background change-points P via the attention-
based class activation map M, we can get foreground-based
change-points as boundaries of action instances.

With predictions generated as the description above, we
further explore the hierarchical-structured detection model
(i.e. Change-point Detection Module) and attention-based
classification module, to facilitate the learning of action
classification and boundaries localization.

3.2. Change-point Detection Module

The cornerstone of supervised learning is to fully lever-
age the given annotations, especially for the weakly-
supervised learning that has limited information. Previous
works mainly develop their framework on MIL-paradigm
for video-level learning, ignoring the temporal variation of
features. Our framework is constructed under the follow-
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Figure 2. The overall pipeline of the proposed framework. It consists of three parts: Feature Embedding, Change-point Detection Mod-
ule(DFC), and Attention-based classification Module(EFC). First, the feature embedding stage extracts original snippet features through
the 13D network. Subsequently, the DFC is trained to represent spatiotemporal information and change points of feature semantics, super-
vised by feature distribution and feature reconstruction. Meanwhile, the EFC is trained to distinguish foreground, background and context.
For inference, the DFC produces change-points and the EFC selects the change-points of the foreground as boundaries.
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Figure 3. Change-point Detection Module. The black dotted lines
indicate the architecture of the Change-point Detection Module.
The colored lines indicate the mechanism of the Change-point De-
tection Module, where dotted lines indicate the next state i1,
and solid lines indicate the current state ;. The pst, pen and ¢
represent the distribution of, current state x, predicted result, and
next state x+41 in the latent space respectively.

ing cognitive phenomenon: if one can build a perfect world
model, then the change-points will occur when this model
does not achieve an ideal prediction along the temporal
domain. Indeed, a perfect prediction should clearly reflect
the information at both video-level and feature-level. Such
feature-level learning, mainly unsupervised, relies on an ef-
fective expression of spatiotemporal information. Recent
hierarchical generative models [36} 46] show strong capa-
bility regarding this aspect, which make it possible to con-
struct an event boundary detection module based on the pre-

dictions. Inspired by such observations, we develop our
change-point detection module based on a hierarchical gen-
erative model. We build a 2-level generative model through
a variational autoencoder(VAE) structure, combined with
a transition model to learn the temporal variations of the
video. The first level aims to learn the latent representation
for each time point, and the second level further projects the
encoded information to higher latent space when observed
a change-point based on DFC. Figure [3]indicates the mech-
anism and architecture of the DFC.

As Figure |§| shows, we use H-Encoder(two 1024-d
fully-connected networks) to encode the feature x through
f = fu—enc(x), and use H-Decoder(two 1024-d fully-
connected networks) to decode the feature u based on the
encoder output f, namely, u = fy_q4..(f). We use a recur-
rent GRU model [6](256-d) to learn the temporal transition
through di11 = firan(vt, d:), where ¢ indicates temporal
dimension, and v; is the latent random variable conditioned
on the deterministic variables f;, u; and d;. For a given se-
quence of input observations {z1, xa, ..., Z1, T741 }, mod-
eled by the latent variables vlfp, where superscripts 1, 2
indicate different levels and subscript 1 : 7" indicates time
sequence, the generative model can be written as the fol-
lowing factorized distribution:

T
p(xl:T’U%:Tvvzlsz) = [Hp(thUtlwf)} (1)
t=1

T T
TIr@! ot o)) - (T] p@ilvf <),
t=1 t=11

where 75 denotes the number of change-points detected by
level 2, and we define the distribution of the initial state



of v? as p(v?) = N(0,1) a Gaussian prior. Note that
p(vt|vl,_1,v?) is a prior distribution of the latent state v}
conditioned on all the past states v3,,_; in level 1 and the
possible past upper level state v7, and p(vi|vj_,) is the
prior distribution of the latent state v? conditioned on all
the past states v} _,, which are all the possible states in the
same level 2 before time ¢.

Follow the general VAE [20], we define the correspond-

ing variational evidence lower bound(ELBO) is as:

T 2 T

EELBO—Z]E 12 [1ogp xt|vt ZZ
t=1 n=1t=1
Bz wn ) [PrL(as(0f |z, 07", 02 Ipe (07 [0, v%,))],
2)
where py is the prior model with 6§ representing the param-
eters defined by =, u and d, g4 is the posterior model and

" represents the latent states at time ¢ in the level higher
than n.

The first term in Equ. (2) represents the hkehhood of the
reconstructed x; given the latent variables Ut %, which mea-
sures the reconstruction loss. The second term is the KL-
divergence of the prior distribution p(v) and the posterior
distribution ¢(v). The loss function of DFC defines by

Lprc =—-LELBO- 3)

Our model is trained in a way that the second level up-
dates the latent state vf in a subjective time scale, while the
determined time points correspond to the changes in the ob-
servable features over time.

The key component of the DFC relies on a Bayesian in-
ference mechanism under the static assumption on the level
2, and the changes are detected when the updated poste-
rior violates such an assumption. Specifically, as Figure [3]
shows, given the current feature inputs from the H-Encoder
ft and H-Decoder u;, we construct the static assumption
and change assumption respectively (note we omit the level
index for better readability in the following since we only
consider the detection in level 2). Under the static assump-
tion, the prior is calculated as

DPst = Pe(UtH\ft,dt,Ut), “4)

while under the change assumption, the prior is calculated
as

Deh = Do (Vg1 fe, dig1, ue), )

where we trigger the transition model to predict a next tem-
poral state d; 1 to produce a new prior.

The above can be seen as the model’s belief over the ob-
servable features f; at the latest time step ¢ under static and
change assumptions, respectively. Given a new input f;1,
the updated posterior is computed by

q = qo (Vg1 fra1, degr, ue). (6)

We then use the KL-divergence, Ds; = Dxr.(q||pst) and
D.y, = Dkr(q||pen), to measure how much the features
have changed compared to the last time step under differ-
ent assumptions. A change-point boundary is considered to
be detected when the static assumption based update is less
accurate than the change assumption based update. Particu-
larly, we define such boundary condition as

Drr(qllpst) > BDrr(ql|pen), 7

where [ is an empirical hyperparameter, 5 € [0.15,0.9].
Satisfying this criterion indicates that the model’s predic-
tion produced a belief state more consistent with the change
assumption, suggesting that it contains a change-point in the
features. In other words, Equ. compares the difference
between the predicted result and observation.

The GRUs, used in the transition model, nevertheless,
have been observed to suffer from the state saturation prob-
lems in very long sequences [3,10], and this issue is further
aggregated for highly heterogeneous spatial-temporal fea-
tures as in videos. To counter this problem, we propose to
utilize network resetting in our GRU model for d;. That
is, after we detect a change-point frame x, the network is
reset to take the next observation x;y; as an initial input,
together with the initialization of network parameters. Fur-
thermore, we leverage a dynamic 3 in the boundary condi-
tion in Equ. (7)) to preserve stable detection by the following
rule:

B(t) + a (change-point);

B(t) — @ (no-change-point), ©

s =

where « is a hyperparameter that is set as o = 0.15, and
(no-)change-point means that we detect a (no-)change-point
at the frame x;.

3.3. Attention-based Classification Module

The attention-based classification module learns the at-
tention of features for optimizing change-points by distin-
guishing foreground and background.

For the classification module, we follow previous
work [33] 117, 137]], applying the cross-entropy loss function
between the predicted video-level label and the ground truth
label to classify different action classes in a video.

C+1

Lag =Y —ye(x)log(pc(z)), ©)

c=1

where y.(x) is the ground truth video action probability dis-
tribution and p.(x) is the predicted video-level action prob-
ability distribution.

For the attention module, we utilize three-branch class
activation sequences to represent the foreground, context,



and background individually. In specific, we set the video-
level instance label

o y(C)=0,y(C+1)=0),

(10)
which represents the ground truth of the video in the n-th
category and C + 1 is the background label index. We then
optimize the following attention-based foreground model:

C+1

Lig=Y —y(x)log(pc(x)). (11)

c=1

With the foreground attention weighting, background and
action context snippets have been suppressed, as shown in
temporal class activation sequences (CAS) [55)133].

Similarly, we can set the video-level background label
y = (y(n) = 0,y(C + 1) = 1) and context label y =
(y(n) = 1,y(C + 1) = 1) to optimize the attention-based
background model Ly, and context model L. Following
analogical arguments as in the foreground attention branch,
we implement contexts and background branches by using
CAS.

After obtaining three attention-based classification loss
Lsg, Lig, and L, we compose the overall loss Lgpc for
extraction of foreground change-points as:

Lerc =Ly + Lyg+ Lot (12)

For inference, based on the attention-based classification
module, we choose the change-points of the foreground as
action boundaries. In addition, we add the longest com-
mon sub-sequence(LCS) contrasting to optimize the bound-
aries from the DFC module. In specific, for two adja-
cent change-points A and B, we construct two snippets
lac = {l1,12,...} and Ipc = {m1,mq, ...} by connecting
A and B with a third change-point C'. We then calculate
the cosine similarity of /; and m; (¢, = 1,2, ...) and com-
pare the results with a given threshold 0.65 to get the LCS
of l4c and I pc. Based on the length of LCS, we delete the
redundant points from adjacent change-points.

4. Experiment

In this section, we first describe datasets and evaluation
metrics. Then, we evaluate our model’s effectiveness fol-
lowed by the main results and ablation study.

4.1. Datasets and Evaluation Metrics

To validate the effectiveness of our model, we con-
duct extensive experiments on commonly-used benchmark
THUMOS14 [18]] and ActivityNet v1.3 [8].

THUMOS14 [18] It contains 101 categories of videos
and is composed of four parts: training, validation, testing

and a background set. Each set includes 13320, 1010, 1574
and 2500 videos, respectively. Following the common set-
ting in [18], we used 200 videos in the validation set for
training, and 213 videos in the testing set for evaluation.

ActivityNet [8] We evaluate our method on the Activ-
ityNet release 1.3, which contains samples from 200 cate-
gories of activities and 19994 videos in total. It includes
untrimmed video classification and activity detection tasks.
It is divided into training, validation, and test sets with a ra-
tioof 2 : 1 : 1, containing 10024, 4926 and 5044 videos
respectively. Following [[12, 33]], we use the training set to
train our model and the validation set for evaluation.

Evaluation Metrics We follow the standard evaluation
protocol and report mean Average Precision (mAP) at the
different intersections over union (IoU) thresholds. The re-
sults are calculated using the benchmark code provided by
the ActivityNet official codebasd|

4.2. Implementation Details

For the feature extraction, we first sample RGB frames
at 25 fps for each video and apply the TV-L1 algorithm [48§]]
to generate optical flow frames. Then, we divide each video
into non-overlapping snippets with consecutive 16 frames.
Thereafter, we perform the I3D networks [2] pre-trained on
the Kinetics dataset [2] to obtain the video features. Note
that, for a fair comparison, we do not introduce any other
feature fine-tuning operations to the pre-trained 13D model.

For the training process on the THUMOS-14, we set the
batch size as 16, and apply the Adam optimizer [[19] with
learning rate 10~ and weight decay 5 x 10~%. We set the
video snippets length 7' = 750. For the training process
on the ActivityNet-v1.3 dataset, we set the training video
batch size to 64, applying the same Adam optimizer with
THUMOS-14, and set the video snippets length T = 150.

4.3. Main Results

In Table [} we compare AHLM with current methods
on Thumos14. Selected fully-supervised methods are pre-
sented for reference. We observe that AHLM outperforms
all the previous WSAL methods and establishes new state
of the art on THUMOS-14 with 47.2% average mAP for
IoU thresholds 0.1 : 0.7. In particular, our approach out-
performs ACM [33], which also utilizes an attention model
to distinguish foreground and background but without ex-
plicit temporal variations of feature semantics. Even com-
pared with the fully supervised methods, AHLM outper-
forms BU-TAL and GTAD and achieves comparable results
with AFSD and TRA when the IoU threshold is low. The re-
sults demonstrate the superior performance of our approach
with temporal variations of feature semantics modeling.

We also conduct experiments on ActivityNet-v1.3 and
the comparison results are summarized in Table [2| Again,

Uhttps://github.com/activitynet/ActivityNet/tree/master/Evaluation



Type Model Publication THUMOS14

0.1 02]03]04]05]06]|07 avg.

BU-TAL [53] ECCV20 - - |1539|50.7 454 138.5(28.0| -

G-TAD [41] CVPR20 - - |545|47.6(40.2130.8|23.4| -

Fully-supervised GCM [49] TPAMI2] |72.5|70.9|66.5|60.8|519| - - -
AFSD [24] CVPR21 |722|70.8|67.1|62.2|555|43.7|31.1|57.6

TadTR [26] TiP22 - - | 74.8|69.160.1 46.6|32.8| -

RefactorNet [26] CVPR22 - - 7071654 (58.6(47.0|32.1| -
TRA [54] TIP22 |73.7|72.6|70.0|64.3|57.4|46.2|31.1|59.3
CMCS [25] CVPRI9 |574]50.8(41.2|32.1|23.1|150| 7.0 |324
WSAL-BM [31] ICCVI9 |60.4|56.0|46.6|37.5]26.8]19.6| 9.0 |36.6
DGAM [37] CVPR20 ]60.0|54.2|46.8|38.2(28.8|19.8|11.4]37.0
A2CL-PT [28] ECCV20 ]61.2]56.1|48.1{39.0|30.1|19.2|10.6|37.8
HAM-Net [16] AAAI2] | 659|59.6|522|43.1(32.6[21.9]12.5|41.1
Weakly-supervised FAC-Net [14] ICCV2] |67.6|62.1|52.6(44.3|33.4(225|12.7|42.2
CoLA [51] CVPR2] ]66.2|59.5|51.5|41.9|32.2|22.0|13.1|40.9
ACM-Net [33] TIP21 68.962.7155.0|44.6|34.6|21.8|10.8 |42.6
FTCL [9] CVPR22 ]69.6|63.4(552|452|35.6|23.7|12.2|43.6
ASM-Loc [12] CVPR22 |71.2]65.5|57.1|46.8|36.6|252|13.4|45.1
DCC [23] CVPR22 ]69.0|63.8(559|459|35.7|24.3|13.7|44.0
RSKP [15] CVPR22 |71.3]1653|558|47.5|382|254|12.5|45.1
DELU [4] ECCV22 |71.5|66.2|56.5|47.7|40.5|27.2|153 464
StochasticFormer [38] TIP23 | 66.5|61.1|52.5]43.9|33.5|22.6|13.2|419
ASCN [38] TMM23 |71.4|65.6|57.0(48.2]39.8|26.8|14.4]46.1
Ours - 75.1|68.9 | 60.2 | 48.9 | 38.3 |26.8 | 14.7 | 47.2

Table 1. Performance comparison with SotA methods on THUMOS14, measured by mAP at different IoU thresholds.

our AHLM obtains a new state-of-the-art performance
of 25.9% average mAP, surpassing the latest works (e.g.
FTCL, ASM-Loc). The consistent superior results on both
datasets justify the effectiveness of our AHLM. Especially,
unlike other methods which only achieve marginal improve-
ment on ActivityNet-v1.3, AHLM maintains the significant
improvement as on THUMOS-14. This shows that the per-
formance of AHLM does not rely on the length of video
snippets, since the average length of videos in the THU-
MOS14 dataset is much longer than those in ActivityNet-
v1.3. An important reason is that AHLM learns the tempo-
ral variations of the feature semantics in the latent space by
GRU with dynamic resetting, which is appropriate to detect
temporal variations of semantics in different timescales.

4.4. Ablation Study

To demonstrate the reasonableness of our AHLM, we an-
alyze the effect of every submodule and some function op-
erations in this subsection.

Model Publication ActivityNet v1.3

0.5 10.75/0.95 | avg.
2931169 2.6 | 16.3
32.3|20.1| 4.0 |18.8
345|225 49 | 222
37.4123.5| 5.9 |23.7
37.6|24.2| 6.0 |24.0
37.6|24.7] 6.5 | 244
40.0 243 | 6.4 |24.8
41.01249| 6.2 |25.1

423|248 | 6.9 |25.9

STPN [30]
ASSG [52]
Bas-Net [21]
TS-PCA [43]
FAC-Net [14]
ACM-Net [33]

FTCL [9] CVPR 2022
ASM-Loc [12] | CVPR 2022
Ours -

CVPR 2018
MM 2019
AAAI 2020
CVPR 2021
ICCV 2021
TIP 2021

Table 2. Performance comparison with state-of-the-art methods
on ActivityNet-v1.3 dataset.

4.4.1 Contribution of each design in AHLM

We study the influence of each component in AHLM on
overall performance. We start with the basic model that di-
rectly optimizes the attention based on foreground loss L ¢,.
Then we add the background loss Ly, and the context loss
L. gradually. These three types of loss constitute Lgpc.



The variational generative model loss £gr 5o, which indi-
cates Lppc, is further included. Note that adding Lz, o
indicates involving the hierarchically-structured modeling,
where reconstruction loss of VAE is also simultaneously op-
timized.

Table [3] summarizes the performances by considering
one more factor at each stage on THUMOS14. We first
observe that adding the background loss Ly, and the con-
text loss L.; largely enhances the performance of the
foreground-based model. The two losses encourage the
sparsity in the foreground attention weights by pushing
the background attention weights to be 1 at background
snippets, and therefore improve the foreground-background
separation. Based on the EFC, our change-point detection
module further contributes a significant increase of 2.4%
and the performance of AHLM finally reaches 47.0%. Fur-
ther, a more explicit ablation study by adding DFC on each
part of the EFC proves our method’s effectiveness, in par-
ticular, our DFC module contributes an increase of 2.1%
and 2.5% respectively based on foreground and foreground-
background.

LErc Lprc THUMOS14
Efg [,;,g ﬁct ['ELBO 0.1 0.3 0.5 0.7 avg.
- - - 4991329|16.6| 53 |26.2
- v 544 |36.4|16.8 | 54 |28.3
- - 5591419(23.0( 7.1 |32.0
57.3 | 44.2 | 26.6 | 10.3 | 34.5
v - 71.2157.1|36.6 | 13.4 | 44.6
v v 75.1160.2 | 38.3 | 14.7 | 47.0

NN N RN
SN
\

Table 3. mAP at different overlap IoU thresholds performance
comparison of each design on THUMOS 14.

4.4.2 Effectiveness of Change-point Module

It is obvious that the proposed change-point detection strat-
egy can play a complementary role over existing meth-
ods in localizing boundaries of action instances. To see
this, we conduct the experiment by directly adding the de-
tected points by our change-point detection module into a
MIL-based method [32]], which indicates the classification
method with CAS [55]. Specifically, for the proposed snip-
pets based on the change-points, we calculate the score us-
ing the MIL-based method.

Table [] shows, compared to the original MIL-based
method, our change-point detection module contributes a
significant increase of 3.7% and the performance finally
reaches 28.5% on average map.

Following the common setting of WSAL task, as Table|I|
and Table |Z| show, we chose THUMOS14 and ActivityNet
dataset as our benchmark and achieves SOTA performance.
Regarding the scalability and generalization, essentially,
the effectiveness of our change-point module is related to

THUMOS14
0.1 | 03] 0.5 ]0.7|avg.
MIL-based [32] |46.5|31.2|169 (4.4 |24.8
MIL-based + Ours | 54.2 | 37.1 | 17.3 | 5.3 | 28.5

Table 4. Comparison with MIL-based methods on THUMOS14.

the representation ability of the hierarchical-VAE, which
is proved in the literature(e.g., CW-VAE [36], NVAE [39],
VPR [46]), hence guarantees the scalability of our change-
point module.

GT
Attention-based
MiL-based

Ours

GT
Attention-based
MiL-based

Ours

GT
Attention-based
MiL-based

Ours

Figure 4. Qualitative result visualization on the THUMOS-14
dataset. From the above qualitative results, we can conclude that
our proposed AHLM mechanism is greatly beneficial to suppress
locate action instances and help us achieve more precise temporal
action localization results.

4.4.3 Qualitative Results

Fig [ shows the visualization comparisons between the
attention-based model [33], MIL-based model [32] and our
AHLM. From the figure, it can be found that the common
errors of current methods are mainly about missed detection
of short actions and imprecise localization of the action.
Through learning temporal variation of feature semantics,
AHLM locates the boundaries of short actions (e.g., exam-
ples 1) and more precise boundaries (e.g., examples 2, 3).
We see our method depends on an attention-based classifi-
cation model to filter the change-points from fore- and back-
ground. This verifies the importance of improving the qual-
ity of separating foreground and background and should be
further studied in future work.

5. Conclusion

In this paper, we propose a novel hierarchically-
structured attention mechanism to model temporal variation
of feature semantics by disentangling the spatial and tem-
poral information on the latent space. Our weakly super-
vised action localization framework AHLM mainly consists



of feature embedding, change-point detection module and
attention-based classification module. We leverage tem-
poral variation of the features to locate the change-points
and optimize by attention-based classification model for the
WSAL task. Our method outperforms the prior work with
a remarkable margin on two popular datasets, achieving the
SotA results on both. The results demonstrate that our ex-
ploration on temporal variation of feature semantic informa-
tion effectively improves WSAL performance, which nar-
rows the performance gap between the weakly-supervised
and fully-supervised settings. For the future work, we be-
lieve the hierarchically-structured latent modeling will be a
promising direction for various weakly supervised and un-
supervised learning tasks. It is also worth to explore such
mechanism in other related tasks.
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