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Abstract

Image retrieval targets to find images from a database
that are visually similar to the query image. Two-
stage methods following retrieve-and-rerank paradigm
have achieved excellent performance, but their separate lo-
cal and global modules are inefficient to real-world appli-
cations. To better trade-off retrieval efficiency and accu-
racy, some approaches fuse global and local feature into a
joint representation to perform single-stage image retrieval.
However, they are still challenging due to various situations
to tackle, e.g., background, occlusion and viewpoint. In
this work, we design a Coarse-to-Fine framework to learn
Compact Discriminative representation (CFCD) for end-
to-end single-stage image retrieval-requiring only image-
level labels. Specifically, we first design a novel adaptive
softmax-based loss which dynamically tunes its scale and
margin within each mini-batch and increases them progres-
sively to strengthen supervision during training and intra-
class compactness. Furthermore, we propose a mechanism
which attentively selects prominent local descriptors and
infuse fine-grained semantic relations into the global rep-
resentation by a hard negative sampling strategy to opti-
mize inter-class distinctiveness at a global scale. Exten-
sive experimental results have demonstrated the effective-
ness of our method, which achieves state-of-the-art single-
stage image retrieval performance on benchmarks such as
Revisited Oxford and Revisited Paris. Code is available at
https://github.com/bassyess/CFCD.

1. Introduction
Image retrieval is a fundamental task in computer vi-

sion, which aims to efficiently retrieve images similar to a
given query from a large-scale database. With the devel-
opment of deep learning, image retrieval has made great
progress [28, 38, 46, 10, 6]. The state-of-the-art meth-
ods generally work in a two-stage paradigm [5, 24], where
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Figure 1. (a) Distribution of [cos(θyi+m)−argmax(cosθj ̸=yi)]
after training with ArcFace, where yi is target label. In the red box,
due to large variations in background, occlusion and viewpoint,
these images in Google Landmarks Dataset V2 are far away from
their class centers and misclassified. (b) Geometrical interpreta-
tion of our methods from the feature perspective. By designing
an adaptive margin penalty strategy, we can introduce appropriate
supervision intensity for different batch during training. As for
the outliers with partial match, we design a mechanism to select
prominent local descriptors and minimize their pairwise distances,
which makes the unified representation more discriminative.

they first obtain coarse candidates via global features, and
then re-rank them with local features to achieve better per-
formance. However, two-stage methods are required to
rank images twice and use the expensive RANSAC [13]
or AMSK [40] for geometric verification, leading to high
memory usage and increased latency.

To alleviate the efficiency issues, many studies [14, 27,
23, 12] recently attempt to explore a unified single-stage
image retrieval solution. They design complicated atten-
tion modules to fuse global and local features, and adopt
the ArcFace [9] loss to train the model in an end-to-end
fashion. They have shown excellent performance on single-
stage image retrieval benchmarks. In spite of their suc-
cesses, extracting multi-scale local features is still an ex-
tremely expensive process. More importantly, these stud-
ies do not consider the challenges of large-scale landmark
dataset from the perspective of data distribution, which have
large variations in background, occlusion and viewpoint.

Fig1(a) displays the cosine logits distribution of land-
mark samples after convergence, where more than 20% of
the samples are far away from their class centers as their
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target cosine logits are smaller than their non-target cosine
logits. One can observe the various conditions in these sam-
ples such as background, occlusion, viewpoint, etc. More-
over, true positives lingering at the classification boundary
receive weaker supervision due to the fixed margin penalty.
Therefore, we propose an adaptive margin penalty strat-
egy that tunes hyper-parameters to progressively strengthen
supervision for intra-class compactness. Besides, inspired
by geometric verification, in order to retrieve target images
with partial match, we design a mechanism to select promi-
nent local descriptors and minimize their pairwise distances
for learning inter-class distinctiveness more effectively, is
shown in Fig1(b).

We propose a Coarse-to-Fine framework to learn
Compact and Discriminative representation (CFCD) for
single-stage image retrieval. Specifically, we first propose
a novel adaptive loss which uses the median of cosine log-
its in a batch to dynamically tune the scale and margin of
the loss function, namely MadaCos. MadaCos increases
its scale and margin progressively to strengthen supervision
during training, consequently increasing the learned intra-
class compactness. We also design the local descriptors
matching constraints and hard negative sampling strategy to
construct triplets, and introduce the triplet loss[4] to lever-
age fine-grained semantic relations, which embed the global
feature with more information of inter-class distinctiveness.
We jointly train the model as a whole with MadaCos and
triplet losses to produce the final compact and discrimi-
native representation and improve the overall performance.
This framework consists of two training phases: global fea-
ture learning with MadaCos and later added local feature
matching with triplet loss. During the testing stage, global
features are extracted from the the end-to-end framework
and ranked once without additional computation overhead.
Our main contributions are summarized as follows:

• We propose a coarse-to-fine framework to learn com-
pact and discriminative representation for single-stage
image retrieval without additional re-ranking compu-
tation overhead, which is more efficient.

• To enhance intra-class compactness, we design an
adaptive softmax loss named MadaCos, which uses the
median of cosine logits within each mini-batch to tune
its hyperparameters to strengthen supervision.

• To enhance inter-class distinctiveness, we select
prominent local descriptors and design an image-
level hard negative sampling strategy to leverage fine-
grained semantic relations.

• Through systematic experiments, the proposed method
achieves stage-of-the-art single-stage image retrieval
performance on benchmarks: ROxf (+1M), RPar
(+1M).

2. Related Work

2.1. Image Retrieval

In early researches, global features are developed by ag-
gregating hand-crafted local features through Fisher vec-
tor [21], VLAD [20] or ASMK [40]. Afterward, spa-
tial verification performs local features matching with
RANSAC [13] to re-rank preliminary retrieval results,
which effectively improves the overall performance. Re-
cently, handcrafted features have been replaced by global
and local features extracted from deep learning networks. In
local features based image retrieval, [2, 50, 17, 11, 44] have
made remarkable progress by leveraging discriminative ge-
ometry information. From the global aspect, high-level se-
mantic features are obtained simply by performing differ-
entiable pooling operations such as sum-pooling(SPoC)[1],
regional-max-pooling(R-MAC)[15] and generalized mean-
pooling(GeM)[34] on the feature maps of CNNs. The state-
of-the-art approaches leverage local and global features to
explore two types of algorithm pipelines. In the two-stage
paradigm, the typical method DELG [5] incorporated with
DELF’s [30] attention module trains local and global fea-
tures in an end-to-end manner. They first search by global
features, then re-rank the top database images using local
feature matching. To alleviate the problems of high memory
usage and latency of two-stage methods, the single-stage
methods such as Token [46] and DOLG[47] fuse local fea-
tures or both local and global features into a compact repre-
sentation, and only rank images once. However, the two cat-
egories either suffer from inefficient local branches or weak
supervisions of local features. Our work is essentially dif-
ferent from them. We propose a coarse-to-fine framework
to quickly train coarse global and local descriptors, and then
select matching local descriptors to refine the global fea-
tures to integrate local fine-grained information. In other
words, we introduce the idea of geometric validation to
supervise local features in an end-to-end training scheme,
which replaces the complicated local branches. Moreover,
the inference of our framework is performed without addi-
tional re-ranking computation overhead.

2.2. Margin-based Softmax Loss

For learning deep image representations, previous
works propose pair-based losses such as triplet [4], an-
gular [43] and listwise [35] losses to train CNN mod-
els. Recent works propose margin-based losses such as
SphereFace[25], CosFace[42], ArcFace[9],and Sub-center
ArcFace[8], which maximize angular margin to the target
logit and thus lead to faster convergence and better perfor-
mance. Among them, the state-of-the-art studies[45, 47]
directly adopt ArcFace loss to train the whole model. How-
ever, the training process of ArcFace loss is usually tricky
and unstable, so one has to repeat training with multiple set-
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Figure 2. Illustration of the proposed coarse-to-fine framework to learn compact discriminative representation (CFCD) and its training
objectives. The components highlighted in green are introduced after training forE epochs. We use MadaCos alone to train global features
for the first E epochs, then select the attention regions from the attention maps as constraints to construct triplets for local descriptors
matching, and finally train the model with both MadaCos and triplet losses.

tings to achieve optimal performance. Adacos[49] attempt
to leverage adaptive or learnable scale and margin param-
eters, but they pay less attention to the softmax function
curve and data characteristics, e.g. large variations in back-
ground, occlusion and viewpoint. Therefore, we propose a
MadaCos loss which automatically tunes its hyperparame-
ters to perform more accurate single-stage image retrieval.

3. Methods
3.1. Overview

Our CFCD framework is depicted in Fig.2. Given an
image, we obtain the original deep local descriptors F l ∈
Rdc×dw×dh via a CNN backbone, where dc, dw and dh
are the dimensions of channels, width and height of the
feature map, respectively. We then use GeM pooling and
a whitening FC layer to extract the global representation
F g ∈ Rdg of a dimension dg . We propose MadaCos, an
adaptive softmax-based loss to learn the global representa-
tion. During the first E training epochs, MadaCos is used
alone to make the network aware of prominent local regions
in F l. The prominent regions are selected from the attention
maps as matching constraints, which prompt us to design a
hard negative sampling strategy to construct triplets for lo-
cal descriptor matching. After E epochs, a triplet loss is
combined with MadaCos to jointly train the network so that
the global features are infused with geometry information
about discriminative local regions.

3.2. Global Feature Learning with MadaCos Loss

Let xi be the i-th image of the current mini-batch with
size N , and yi the corresponding label. Margin-based soft-

max losses [25, 42, 9] apply ℓ2 normalization to the clas-
sifier weight and the embedding feature. They use three
kinds of margin penalty, i.e., multiplicative angular margin
m1, additive angular margin m2, and additive cosine mar-
gin m3, respectively. We denote θyi as the angle between
the target weight and the feature, and cosθyi is its cosine
logit. Then the margin-based softmax losses can be com-
bined into a unified framework:

L = − 1

N

N∑
i=1

log
es(cos(m1θyi+m2)−m3)

es(cos(m1θyi+m2)−m3) +Bi

, (1)

where s is a scale factor, and Bi =
∑n

j=1,j ̸=yi
es cosθj is

the summation of the cosine logits of non-target classes.
Previous works[45, 47] adopt ArcFace loss with additive

angular margin m2 to train the global descriptors, which
achieves better performance than other margin-based soft-
max functions. According to Eq.1, we show the distribution
of cosθyi between embedding feature and the correspond-
ing target center as well as the softmax function curves at
the start and end of training in Fig.3(a). As the training con-
verges, θyi

gradually shrinks so its cosθyi
distribution and

softmax function gradually shift to the right side. ArcFace
loss makes the distribution of class centers scattered and the
distribution of cosθyi more concentrated, which intuitively
indicates that it enhances the intra-class compactness. Nev-
ertheless, most samples distribute on the right side of the
softmax function. This leads to suboptimal performance
due to weak supervisions. We therefore propose a novel
adaptive loss, namely MadaCos, which automatically tunes
appropriate parameters within each mini-batch by impos-
ing strict constrains on the probability of the median of co-
sine logits to progressively strengthen supervision through-
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Figure 3. (a) Target cosine logit distributions and softmax func-
tion at the start and end of training. (b) Distributions of difference
between the target cosine logit and its corresponding maximum of
non-target cosine logit after training convergence.

out the training process.
To simplify the derivation of subsequent formulas, we

adopt the additive cosine margin m3 instead of additive an-
gular margin m2 to impose penalties, and the subscript in
m3 is omitted in the following for simplicity. Formally, we
have:

Pi,yi =
es(cosθyi−m)

es(cosθyi−m) +Bi

, (2)

wherePi,yi represents its probability of assigning xi to class
yi. And we also introduce a modulating indicator variable
cosmθ, which is the median of target cosine logits in the
current mini-batch, and its corresponding label is yk. cosmθ
reflects the convergence degree of the under-training net-
work in the the mini-batch. Since the cross entropy loss is
−log(P ), if we can control the probability P (cosmθ) of the
median target cosine logit, we potentially control the over-
all supervision intensity. Therefore, we propose to dynami-
cally compute the appropriate scale s and margin m within
each mini-batch so that P (cosmθ) reaches an anchor point
ρ, which keeps most samples distributing on the left side
of the softmax function. Accordingly, the network can im-
pose stronger constraints to progressively enhance supervi-
sion with suitable ρ even if the angle θi,yi

shrinks. Based on
this observation, we set the P (cosmθ) = ρ to compute scale
s and margin m. Here ρ is set to 0.02 in our experiments,

es(cosmθ−m)

es(cosmθ−m) + B̃
= ρ, (3)

Eq.3 ensures that the margin m and scale s gradually
increase to avoid model divergence due to too large margin
and scale at the early phase of training. However, if s is too
small (e.g., s = 10), Pi,yi

will be very low when θyi
is close

to 0, which means that the loss function may still penalize
correctly classified samples. Therefore, we force Pi,yi to be
close to 1 when the angle θyi is 0.

es(1−m)

es(1−m) + B̃
= 1− ϵ, (4)

where B̃ =
∑n

j=1,j ̸=yk
es cosθj . We set ϵ = e−7 in our

experiments. Combining Eq.3 and Eq.4, we can derive s

Algorithm 1 MadaCos
Input: The image xi of i-th sample with label yi in the mini-batch
with size N , the target cosine logit cosθyi
Parameter: scale s and margin m

1: cosmθ =Median{cosθy0 , cosθy1 , . . . , cosθyN−1};
2: Substitute cosmθ into Eq.3 and Eq.4 to compute scale s;

s =
log((1− ϵ)(1− ρ)/(ρϵ))

1− cosmθ

3: Assuming that the corresponding label of cosmθ is yk, substi-
tute s to compute B̃k =

∑n
j ̸=yk

es cosθj ;
4: Compute the margin m with scale s and B̃k by Eq.4;

m = cosmθ −
log(ρB̃k/(1− ρ))

s

5: Update the loss Lmda with m and s;

Lmda = − 1

N

N∑
i=1

log
es(cosθyi−m)

es(cosθyi−m) +Bi

Output: loss Lmda.

and m within each mini-batch to update the MadaCos loss
to train the global descriptors progressively. The entire pro-
cess is summarized in Algorithm 1.

As shown in Fig.3(a), compared with ArcFace, the
cosθyi

distributions of MadaCos more scattered and most
samples are distributed on the left side of the soft-
max curve. We also plot the distribution of [cosθyi

−
argmax(cosθj ̸=yi)] in Fig.3(b), which intuitively illus-
trates that MadaCos loss has a larger tolerance margin.

3.3. Local Feature Matching with Triplet Loss

Let f ∈ Rdc be a local descriptor from local descriptors
F l, and then F l can be seen as set of Z = dw × dh feature
vectors denoted by F = {fi ∈ Rdc : i ∈ 1 . . . Z}. We se-
lect prominent local descriptors to minimize their pairwise
distance. Obviously, if we select matching local descrip-
tors only relying on nearest neighbor-based constraints, the
local descriptors may focus on the non-significant parts
such as backgrounds and distractions. Therefore, we in-
troduce attention maps to guide the networks to focus on
more semantically salient regions and discard the redun-
dant information. Here we define the function η(f,F) =
argmin∀fi∈F ||f −fi||2 which returns the nearest neighbor
of f from set F . And let ψ(τ,F) = {argmaxτ∀fi∈F ||fi||}
be the attention selective function that returns the top τ per-
cent local descriptors by l1 norm, where τ is a controlling
factor. Now, given a positive pair of images xa, xp, the cor-
responding local descriptors are F l

a and F l
p. For any eli-

gible local descriptors v ∈ F , in order to select matching
descriptors (va, vp) of positive pair, we set the following



constraints: a) (va, vp) must be reciprocal nearest neigh-
bors, b) they need to be in the attention regions specified by
ψ(τ,F). Let M be the set of eligible pairs, the conditions
above can be formulated as:

(va, vp) ∈ M ⇐⇒

{
va = η(vp, ψ(τ, F

l
a))

vp = η(va, ψ(τ, F
l
p))

(5)

Once we construct all eligible local descriptors M of
positive pairs, we introduce the triplet loss to leverage rich
local relations between matches. For Q negative images
xnj

, j = 1, . . . , Q, we only rely on the nearest neighbor cri-
terion to select those closest to the anchor image matches.
We denote vnj

= η(va, F
l
nj
) as the negative local descrip-

tors extracted from xnj . The triplet loss can be written as:

Ltrip =
∑

(va,vp)∈M

Q∑
j=1

{||va − vp||22 −||va − vnj ||
2
2 +µ}+, (6)

where µ = 0.1 and Q = 6 in our experiments.
However, triplets constructed by random sampling do

not provide sufficiently strong supervision for this task. To
not only keep the accurate prediction of the normal and easy
samples, but also make the model concentrate on learning
from hard samples, we design a custom global sampling
strategy with hard negative samples. The approach is shown
in Fig.4, and the detailed sampling strategy is provided in
the supplementary material. With the help of the model
trained at a sufficient stage, we can use its prediction to
ensure that each batch of triplets contain appropriate pos-
itives which share common patch-level matches between
them while focusing on hard negatives. The sampling strat-
egy is crucial to select hard negative triplets and therefore
contributes to improving the overall performance. Unlike
previous work [24] which selects negatives in the order of
global descriptor matching scores with MoCo-like [16] mo-
mentum queue, we select negatives from the whole dataset
at each epoch without additional computation.

Finally, the total loss of our backbone network Ltot is
the weighted sum of the classification loss Lmda and triplet
loss Ltrip:

Ltot = Lmda + λLtrip, (7)

where λ is set to 0.05 during training.

4. Experiments
4.1. Implementation Details

Datasets and Evaluation Metric The clean version of
Google landmarks dataset V2 (GLDv2-clean) [45] contains
1,580,470 images and 81,313 classes. We randomly divide
80% of the data for training and the rest 20% for validation
following previous works[5, 47]. To evaluate our model, we
primarily use ROxford5k [31, 33] and RParis6k [32, 33]
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Figure 4. Hard negative sampling strategy. Given an anchor im-
age xa with category C and its prediction P (xa). I(C) and I(C̃)
are the sets of images with category C and non-category C̃, re-
spectively. If P (xa) = C, we randomly sample positives from
set I(C) and evenly select negatives from the two predictions of
images xn ∈ I(C̃). However, if P (xa) ̸= C, the anchor image
itself is a hard or noise sample, we require that the positives must
be select from set I(C) and it’s prediction P (xp) = C. The nega-
tives are also evenly selected from the three predictions of images
xn ∈ I(C̃).

datasets, denoted as ROxf and RPar. Both datasets com-
prise 70 queries and include 4993 and 6322 database im-
ages, respectively. In addition, an R1M dataset [33] which
contains one million distractor images is used for measur-
ing the large-scale retrieval performance. For a fair com-
parison, mean average precision (mAP) is used as our eval-
uation metric on both datasets with the medium and hard
difficulty protocols.

Training Details ResNet50 and ResNet101[18] are
mainly used for experiments. Models in this paper are ini-
tialized from Imagenet[7] pre-trained weights. The images
first undergo augmentations include random cropping and
aspect ratio distortion, then are resized to 512×512 follow-
ing previous works[5, 47]. The models are trained on 8
V100 GPUs for T epochs with the batch size of 128. The
initial learning rate of is 0.01. We use SGD optimizer with
momentum of 0.9, and set weight decay factor to 0.0001.
We also adopt the cosine learning rate decay strategy in the
first E epochs to train with MadaCos, and after the E-th
epoch, we reset the learning rate to 0.005 to continue train-
ing the model with both MadaCos and triplet losses for the
remaining T − E epochs. For GeM pooling, we fix the
parameter p as 3.0. As for global feature extraction, we
also produce multi-scale representations. And ℓ2 normal-
ization is applied for each scale independently then they
are average-pooled, followed by another ℓ2 normalization
step. We use two kinds of experimental settings for fair
comparisons. For comparing with DOLG and FIRe[44],
we set T to 100, E to 50, dg to 512 and use 5 scales,
{ 1
2
√
2
, 12 ,

1√
2
, 1,

√
2}. For comparing with other methods,

we set T to 25, E to 20, dg to 2048 and use 3 scales,
{ 1√

2
, 1,

√
2}.



Method
Medium Hard Multi-scale

ROxf +1M RPar +1M ROxf +1M RPar +1M scale dimen

(A) Local features aggregation + re-ranking

HesAff-rSIFT-ASMK∗+SP[40] 60.60 46.80 61.40 42.30 36.70 26.90 35.00 16.80 - -
DELF-ASMK∗+SP(GLDv1)[30, 33] 67.80 53.80 76.90 57.30 43.10 31.20 55.40 26.40 - -
DELF-D2R-R-ASMK∗+SP(GLDv1)[39] 76.00 64.00 80.20 59.70 52.40 38.10 58.60 29.40 - -
R50-How-ASMK,n=2000[41] 79.40 65.80 81.60 61.80 56.90 38.90 62.40 33.70 - -
FIRe(SfM-120k)[44] 81.80 66.50 85.30 67.60 61.20 40.10 70.00 42.90 7 -

(B) Global features + Local feature re-ranking

R101-GeM+DSM [37] 65.30 47.60 77.40 52.80 39.20 23.20 56.20 25.00 - -
R50-DELG(GLDv2-clean)[5] 78.30 67.20 85.70 69.60 57.90 43.60 71.00 45.70 3 2048
R101-DELG(GLDv2-clean)[5] 81.20 69.10 87.20 71.50 64.00 47.50 72.80 48.70 3 2048
R50-CVNet-Rerank(Top-400)[24] 87.90 80.70 90.50 82.40 75.60 65.10 80.20 67.30 3 2048
R101-CVNet-Rerank(Top-400)[24] 87.20 81.90 91.20 83.80 75.90 67.40 81.10 69.30 3 2048

(C) Global features

R101-SOLAR(GLDv1)[29] 69.90 53.50 81.60 59.20 47.90 29.90 64.50 33.40 3 2048
R50-DOLG(GLDv2-clean)r[47] 80.05 70.53 89.49 77.85 60.75 44.63 77.45 57.52 5 512
R101-DOLG(GLDv2-clean)r[47] 81.97 72.43 90.11 80.24 63.76 48.28 78.20 61.33 5 512
R50-CVNet-Global(GLDv2-clean)[24] 81.00 72.60 88.80 79.00 62.10 50.20 76.50 60.20 3 2048
R101-CVNet-Global(GLDv2-clean)[24] 80.20 74.00 90.30 80.60 63.10 53.70 79.10 62.20 3 2048

R50-CFCD(GLDv2-clean) 82.51 72.73 89.64 78.91 63.59 48.54 78.06 60.09 3 2048
R101-CFCD(GLDv2-clean) 84.08 74.66 91.03 82.18 67.80 54.10 81.21 65.51 3 2048
R50-CFCD(GLDv2-clean) 82.42 73.06 91.57 81.57 65.06 50.78 81.69 62.80 5 512
R101-CFCD(GLDv2-clean) 85.24 73.99 91.56 82.80 69.96 52.78 81.78 65.78 5 512

Table 1. Results (% mAP) of different methods on ROxf(+1M) and RPar(+1M) with Medium and Hard evaluation protocols. State-of-the-
art performances are marked bold and our results are summarized in the bottom section. “∗” means feature quantization is used. Methods
superscripted with r are our re-implementations. “scale” and “dimen” are different scales and dimensions for global features. Our method
belongs to the global features single pass group (C).

4.2. Results

In Tab.1, we divide the previous methods into three
groups: (A) local features aggregation and re-ranking; (B)
global features followed by local features re-ranking; and
(C) global features. Our CFCD belongs to the group C. It
can be observed that our solution consistently outperforms
existing one-stage methods without additional computation
overhead.

Comparison with One-stage State-of-the-art Meth-
ods. 1) Like methods in the global feature based group C,
our method performs single-stage image retrieval with only
the global feature. Due to the misreported results1 in DOLG
, we re-implement the R50/101-DOLGr in the official
configuration and achieve similar performance. R50/101-
DOLGr using local branch and orthogonal fusion mod-
ule to combine both local and global information is still
an excellent single-stage method. Our R50-CFCD with
ResNet50 backbone even outperform R101-DOLGr with
ResNet101 backbone in all settings. Notably, our method
R101-CFCD outperforms the R101-DOLGr with a gain of

1https://github.com/feymanpriv/DOLG-paddle

up to 3.27% on ROxf-Medium, 1.45% on RPar-Medium,
6.2% on ROxf-Hard and 3.58% on RPar-Hard. Even
with a large amount of distractors in the database, our
R50-CFCD and R101-CFCD still outperform R50-DOLGr

and R101-DOLGr by a large margin, respectively, which
demonstrates the effectiveness of our method to exploit
fine-grained local information. 2) When compared with
CVNet-Global, the proposed CFCD exhibits significantly
superior performance in almost all dataset. These results
exhibit excellent performance of our framework on single-
stage image retrieval benchmarks. It should be noted that
our method does not contain the expensive local attention
module as in [47]. This suggests that infusing aligned local
information into the final descriptor is a better option.

Comparison with Other Two-stage Methods. 1) In the
local feature based group A, FIRe [44] is the current state-
of-art local feature aggregation method and it outperforms
R50-How-ASMK. Regardless of its complexity, our R50-
CFCD outperforms it by 3.86% on Roxf-Hard and 11.69%
on Rpar-Hard with the same ResNet50 backbone. 2) In
group B, another type of two-stage methods are based on

https://github.com/feymanpriv/DOLG-paddle/issues/3


# MadaCos Triplet HNS E
Medium Hard

ROxf RPar ROxf RPar

1 - 78.76 88.59 58.53 75.97
2 ✓ - 81.86 90.80 64.38 80.21
3 ✓ ✓ 50 82.04 91.23 64.84 81.68
4 ✓ ✓ 0 78.18 89.58 58.29 75.79
5 ✓ ✓ 50 79.96 89.54 60.46 77.61
6 ✓ ✓ ✓ 50 82.42 91.57 65.06 81.69

Table 2. Ablation study on different components. “MadaCos”
means our median adaptive loss. “Triplet” means training with
the triplet loss. “HNS” means the hard negative sampling strategy.
“E” is the epoch when triplet loss is added for training.

the retrieve-and-rerank paradigm where the global retrieval
is followed by a local feature re-ranking. Such methods
exhibit superior performance owing to the nature of re-
ranking. But our one-stage method (R50-CFCD) still out-
performs the two-stage method (R101-DELG) on the both
ROxf dataset and RPar dataset by a significant margin.
However, the re-ranking network of CVNet is trained with
1M images manually selected from 31k landmarks of the
GLDv2-clean dataset. Since the authors of CVNet[24] do
not upload their cleaned training data, it should be noted
that comparisons in Tab.1 is not fair for our method. More
comparisons with other two-stage methods are provided in
the supplementary material.

Qualitative Analysis. We showcase top-5 retrieval re-
sults with a hard query image in Fig.5 of different methods.
We can observe many false positives in the retrieval list of
DOLG and CVNet-global, because its weak and implicit
supervision on the local information is not robust enough
when the query information is focused on a local patch.
In contrast, more true positives can be recalled with only
global features trained by our MadaCos loss. When addi-
tionally introducing triplet loss with the matching strategy
to integrate local information into the global features, we
obtain more robust retrieval results.

4.3. Ablation Studies

In this section, we conduct ablation experiments using
the ResNet50 backbone to empirically validate the compo-
nents of CFCD. We use 5 scales, { 1

2
√
2
, 12 ,

1√
2
, 1,

√
2} and

set the dimension dg of the global feature to 512.
Verification of Different Components. In Tab.2, we

provide detailed ablation experimental results, verifying the
contributions of three components in the framework by in-
crementally adding components to the baseline framework.
For the baseline framework in the first row, we set the Arc-
Face margin m as 0.15 and scale s as 30 following DOLG,
and train the model with ArcFace loss for 100 epoch. When
the MadaCos loss is adopted to train for 100 epoch, mAP
increases from 78.76% to 81.86% on ROxf-Medium and

Loss ρ
Medium Hard

ROxf RPar ROxf RPar

ArcFace [9] - 78.76 88.59 58.53 75.97
AdaCos[49] - 75.88 87.44 56.62 73.99

MadaCos

0.01 80.44 89.46 62.36 77.57
0.02 81.78 90.60 63.36 79.94

0.03 80.87 89.62 62.30 78.46
0.04 81.63 89.33 64.90 77.13
0.05 81.72 89.51 63.18 77.51

CosFace [42] 0.02 71.01 82.39 50.28 68.7
Table 3. Ablation study on different ρ in MadaCos function.

from 58.53% to 64.38% on ROxf-Hard. Then we introduce
the coarse-to-fine framework to train the whole model with
MadaCos and triplet losses, and observe that selecting local
descriptors to discover patch-level matches between images
helps to improve the overall performance, especially on
hard cases. The mAP is improved from 64.38% to 64.84%
on ROxf-Hard and from 80.21% to 81.68% on RPar-Hard
as in row 3. This indicates that aligning matching local
descriptors according to visual patterns makes them more
discriminative. The comparisons between 1st and 5th rows
shows that the performance of ArcFace can be significantly
improved by the coarse-to-fine framework. However, the
comparisons between 3rd and 4th rows suggest that naively
optimizing with total loss from the start leads to suboptimal
performance, because during early training stage the local
features are too premature for feature matching and may
damage the global feature representation. In the last row,
the performance is further improved when training with
hard samples.

Loss Comparison for Global Feature Learning. The
results of training with different anchor point ρ in softmax
function are shown in Tab.3. Unlike the scale s and mar-
gin m of the ArcFace, the single anchor point ρ is the only
manually tunable parameter in MadaCos. We simply adjust
ρ from 0.01 to 0.05 to train the global descriptors for only
50 epochs, and the results are significantly improved, even
surpassing R50-DOLGr which is trained for 100 epochs.

As ρ increases, the mAP performance first increases and
then decreases, with the best results at ρ = 0.02. Fig.6 illus-
trates the value change of scale s and margin m in Mada-
Cos. As the training proceeds, the scale s and margin m
gradually increase and then plateau out. In the last row of
Tab.3, as we fix s = 48.33,m = 0.33 according to their
converged values at the 50th epoch in Fig.6, MadaCos then
degenerates into the initial CosFace, where the model per-
formance drops sharply. This indicates that training with a
large scale and margin at the beginning provides subopti-
mal supervision. Compared to existing parameter-free loss
as AdaCos[49], our dynamically tuned scaling parameters
are more efficient. More experiments on the face recogni-



（b）CVNet-global

（c）Ours(MadaCos)

（d）Ours(CFCD)

Query

1st 2nd 3rd 4th 5th

（a）DOLG

Figure 5. Demonstration of the top-5 retrieved results. The query on the left used as an input is generated by cropping only the part
bounded by a orange box. On the right are the results of DOLG, CVNet-global and Ours(only Madacos loss and CFCD methods), which
are shown from top to bottom. Green and red boxes denote positive and negative images, respectively.
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Figure 6. The values of the scale and margin of MadaCos during
training with ρ = 0.02.

Config Layer
Medium Hard

ROxf RPar ROxf RPar

w/o matching Res4 80.97 91.22 62.37 80.51
matching Res4 82.42 91.57 65.06 81.69

Table 4. Experiments of triplet loss with matching constraints.
“w/o matching” means introducing triplet loss without matching
constraints to the global descriptors before the whitening FC layer,
“Res4” means selecting local descriptors based on Res4.

tion datasets are provided in the supplementary material.
Impact of Triplet Loss with Matching Constraints.

We also provide experimental results to validate the impact
of triplet loss with matching constraints. Our coarse-to-fine
framework adopts MadaCos and triplet losses with differ-
ent configurations to train model for 100 epochs, and the
results are summarized in Tab.4 and Tab.5. In Tab.4, we
can observe introducing the triplet loss with matching strat-
egy to learn semantically salient region relations at Res4
improves the overall performance. We further explore the
impact of controlling factor τ at Res4 in Tab.5 which in-

τ (%)
Medium Hard

ROxf RPar ROxf RPar

30 82.42 91.57 65.06 81.69

50 82.02 91.41 65.10 81.46
70 81.88 91.35 64.94 81.38

Table 5. Experimental results of triplet loss with different control-
ling factors τ .

dicates smaller τ increases the overall performance. This
is because selecting matching background information may
bring noise to the global features, and stricter matching con-
straints can help the global features integrate more discrim-
inative local information.

5. Conclusion
In this paper, we propose Coarse-to-Fine framework to

learn Compact and Discriminative representation (CFCD),
an end-to-end image retrieval framework which dynami-
cally tunes the hyperparameters of its loss function progres-
sively to strengthen supervision for improving intra-class
compactness and leverages fine-grained semantic relations
to infuse global feature with inter-class distinctiveness. The
resulting framework is robust to local region variations as
well as exhibits more potential to real-world applications
due to its single-stage inference without additional compu-
tation overhead of local feature re-ranking. Extensive ex-
periments demonstrates the effectiveness and efficiency of
our method, which provides a practical solution to difficult
retrieval tasks such as landmark recognition.
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Appendix

A. More Implementation details
A.1. Details of Hard Negative Sampling Strategy

For any epoch after the E-th epoch, we construct triplets
of anchor, positive and negative samples for each class, and
select them from the whole dataset based on the predictions
of the trained model at the E-th epoch. Let I(C) and I(C̃)
be the sets of images with category C and non-category C̃
(i.e. all categories other than C), respectively. We randomly
sample an anchor image xa with category C and get its
prediction P (xa) as supervision. If P (xa) = C, we ran-
domly sample one positive image xp from set I(C), and
evenly select Q negative images from two types of nega-
tives in set I(C̃), i.e., normal negatives with P (xn) = C̃
and hard negatives with P (xn) = C. Here, xn denotes
the negative image. However, if P (xa) ̸= C, the an-
chor image itself is a hard or noise sample. Then we en-
force that the positive image must be selected from I(C)
while satisfying P (xp) = C in order to avoid the situ-
ation where both xa and xp are noise samples. We also
evenly select negatives from three types of negatives in set
I(C̃), i.e., normal negatives with P (xn) = {C̃ − P (xa)},
hard negatives with P (xn) = C and hard negatives with
P (xn) = P (xa), respectively. By learning with the well-
constructed triplets, the network can further improve the
overall performance.The entire process is summarized in
Algorithm 2.

A.2. Experiments on Face Recognition Datasets

In this study, we employ CASIA[48] as our training
data in order to conduct extensive comparisons with other
softmax-based losses on face recognition datasets. For test-
ing, in addition to the most widely used LFW[19] , CFP-
FP[36], CFP-FF[36], AgeDB[26] datasets, we also report
the performances on the recent datasets (e.g. CALFW[52]
and CPLFW[51]) with large pose and age variations.

The training settings of ArcFace follow the original
ArcFace[9] paper, and can be summarized as follows: all
data are normalized and cropped to 112 × 112 accord-
ing to the five facial points predicted by RetinaFace. The
widely used CNN architecture ResNet50 without the bottle-
neck structure is used as backbone. Following the original
paper[9], we explore the BN-Dropout-FC-BN structure to
obtain the final 512-D embedding feature after the last con-
volutional layer. The feature scale s and the angular margin
m are set to 64 and 0.5 for ArcFace loss, respectively.

We employ the SGD optimizer and set the momentum
to 0.9 and weight decay to 5e-4. The learning rate starts
from 0.1 and decreases polynomially to 0 at the 20th epoch.
We set the batch size to 256 and train the model on a sin-
gle NVIDIA Tesla V100 (32GB) GPU. All experiments in

Algorithm 2 Hard Negative Sampling Strategy
Input: The whole dataset X with ground truth labels G and the
predictions P of the trained model at the E-th epoch.
Define: x ⇐ I , randomly sample image x from set I without
replacement; rand() returns the random value uniformly sampled
between [0, 1].
Parameter: The number of negatives Q, the col-
lection of all classes Cn and the final training list
Y .

1: while X ̸= ∅ do
2: for C in Cn do
3: I(C) = {∀x ∈ X s.t. G(x) = C};
4: I(C̃) = X − I(C);
5: xa ⇐ I(C);
6: if P (xa) = C then
7: xp ⇐ I(C);
8: for j = 1 to Q do
9: if rand() ≤ 0.5 then

10: xnj ⇐ I(C̃) s.t. P (xnj ) = C;
11: else
12: xnj ⇐ I(C̃) s.t. P (xnj ) = C̃;
13: end if
14: end for
15: else
16: xp ⇐ I(C) s.t. P (xp) = C;
17: for j = 1 to Q do
18: if rand() ≤ 1

3
then

19: xnj ⇐ I(C̃) s.t. P (xnj ) = C;
20: else if rand() ≥ 2

3
then

21: xnj ⇐ I(C̃) s.t. P (xnj ) = P (xa);
22: else
23: xnj ⇐ I(C̃) s.t. P (xnj ) = {C̃−P (xa)};
24: end if
25: end for
26: end if
27: end for
28: Y.append({xa, xp, xn1 , . . . , xnQ})
29: end while
Output: Y .

this section are implemented with the open source codes
from insightface2. For comparison with our MadaCos, we
only replace the ArcFace module with MadaCos module,
where ρ is set to 0.02 according to the main paper, and
other settings are kept the same as ArcFace. As shown in
Table.6, MadaCos outperforms re-implemented ArcFacer,
AdaFacer, and ElasticFacer on most additional test sets,
highlighting the strong generalizability of our approach.

B. Ablation Studies
B.1. Different Parameters for MadaCos Loss

To verify the robustness of our MadaCos loss in land-
mark datasets, we further adjust ρ from 0.1 to 0.5 to train the

2https://github.com/deepinsight/insightface

https://github.com/deepinsight/insightface


Loss Functions LFW CFP-FP AgeDB CALFW CFP-FF CPLFW
CosFace[42] 99.33 - - - - -
ArcFace[9] 99.53 95.56 95.15 - - -

ArcFacer[9] 99.47 95.59 94.52 93.57 99.43 89.10
AdaFace[22]r 99.45 96.87 94.71 93.65 99.41 89.90

ElasticFace-Arc[3]r 99.38 96.39 94.78 93.33 99.39 89.38
ElasticFace-Cos[3]r 99.40 96.67 94.48 93.68 99.41 90.08

MadaCos 99.57 96.51 95.12 93.90 99.59 90.20
Table 6. Verification results (%) of different loss functions. Meth-
ods superscripted with r are our re-implementations.

Loss ρ
Medium Hard

ROxf RPar ROxf RPar
ArcFace[9] - 78.76 88.59 58.53 75.97

MadaCos

0.1 80.56 89.86 61.25 78.57
0.2 80.55 89.76 60.99 78.21
0.3 79.82 89.98 60.72 78.44
0.4 77.96 89.70 57.02 77.62
0.5 78.96 88.99 59.79 76.48

Table 7. Ablation study on different ρ in MadaCos Loss.

Q µ
Medium Hard

ROxf RPar ROxf RPar
2 0.1 82.99 91.71 66.03 82.20
6 0.1 82.42 91.57 65.06 81.69

10 0.1 82.48 91.04 64.83 80.70
6 0.2 82.91 91.52 66.07 81.82

Table 8. Ablation study on different Q and µ in triplet loss.

global descriptors for 50 epochs, and the results are summa-
rized in Table.7 an extended version of Table.3 of the main
paper. As ρ increases, the mAP performance decreases, but
it still surpasses the results of ArcFace loss.

This proves that MadaCos does not require careful train-
ing tricks, and a smaller hyperparameter ρ can better opti-
mize the whole training process.

B.2. Triplet Loss Analysis

In Table.8, we provide more ablation experimental re-
sults about differentQ and µ in triplet loss. AsQ decreases,
the model performance increases, while µ increases, which
also slightly improves the performance. This proves that
hard negatives are a critical key to feature learning, and
hard negative sample is even more effective when used with
MadaCos loss.

B.3. Train epoch Analysis.

In Table.2, we start the next stage of training at the 50th
epoch because the first stage has converged. Additionally, in
the 2048-dimension comparison group, we train the model
for only 25 epochs. We fine-tune the global features start-
ing from the 20th epoch and continue for 5 epochs. In Ta-
ble.9, the model’s performance improves with more epochs
of training before the first stage of training converges. The
two-stage training strategy significantly improves perfor-

E T ROxf-M RPar-M ROxf-H RPar-H
20 20 80.10 88.68 59.99 76.02
20 25 82.51 89.64 63.59 78.06
13 13 78.38 88.54 57.63 76.41
13 25 80.54 88.97 61.35 76.51

Table 9. Ablation study on different E and T in R50-CFCD with
2048 dimension. WhenE = T , we just train the first stage model.

Methods Testing Validation Scale Dimension
R101+ArcFace 25.57 23.30 - -
R101-DELG 26.80 - 3 2048

R101-DOLGr 31.08 27.97 5 512
R101-CFCD 33.60 30.85 3 2048
R101-CFCD 33.51 30.93 5 512

Table 10. Experimental results on GLDv2 dataset for retrieval task.
Methods superscripted with r are our re-implementations.

Method
Multi-
Scale

Global
Latency (ms)

Matching
Latency (ms)

Retrival
Latency (s)

R50-CVNet-Rerank-400 3 25.78 43.63 1620.67
R50-CFCD 5 35.12 0 889.12

Table 11. Retrival Latency. “Global Latency” means the aver-
age extraction latency for multi-scale input with global model.
“Matching Latency” means the average matching latency for
CVNet-Rerank network. “Retrival Latency” means the total la-
tency to preform retrieval on ROxf dataset.

mance when the global features are fine-tuned on a better
model.

C. Comparison with Different Methods
C.1. Evaluation for the GLDv2 retrieval task.

To evaluate our model, we report large-scale instance-
level retrieval on the Google Landmarks dataset v2
(GLDv2-clean), using the latest ground-truth version (2.1).
GLDv2 retrieval task has 1129 queries (379 validation and
750 testing) and 762k database images, with performance
measured using mAP@100. In the same comparison group,
our model’s global retrieval performances show significant
improvement, with an absolute gain of 6.8% for R101-
DELG and 2.4% for R101-DOLG in Table.10.

C.2. Extraction Latency and Memory Footprint.

In Table.11, we also conduct a study with ROxf dataset
from latency perspective on NVIDIA Tesla V100 and In-
tel(R) Xeon(R) Platinum 8255C CPU. The latency of the
state-of-the-art two-stage retrieval method CVNet[24] is
nearly twice that of ours due to local re-ranking. This means
our CFCD is more practical to real-world applications as it
achieves the approximate performance of two-stage meth-
ods while retaining the efficiency of single-stage methods.


