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Abstract
Diffusion model (DM) has achieved SOTA performance

by modeling the image synthesis process into a sequential
application of a denoising network. However, different from
image synthesis, image restoration (IR) has a strong con-
straint to generate results in accordance with ground-truth.
Thus, for IR, traditional DMs running massive iterations on
a large model to estimate whole images or feature maps
is inefficient. To address this issue, we propose an effi-
cient DM for IR (DiffIR), which consists of a compact IR
prior extraction network (CPEN), dynamic IR transformer
(DIRformer), and denoising network. Specifically, DiffIR
has two training stages: pretraining and training DM. In
pretraining, we input ground-truth images into CPENS1 to
capture a compact IR prior representation (IPR) to guide
DIRformer. In the second stage, we train the DM to directly
estimate the same IRP as pretrained CPENS1 only using LQ
images. We observe that since the IPR is only a compact
vector, DiffIR can use fewer iterations than traditional DM
to obtain accurate estimations and generate more stable
and realistic results. Since the iterations are few, our Dif-
fIR can adopt a joint optimization of CPENS2, DIRformer,
and denoising network, which can further reduce the esti-
mation error influence. We conduct extensive experiments
on several IR tasks and achieve SOTA performance while
consuming less computational costs. Code is available at
https://github.com/Zj-BinXia/DiffIR.

1. Introduction
Image Restoration (IR) is a long-standing problem due to

its extensive application value and ill-posed nature. IR aims
to restore a high-quality (HQ) image from its low-quality
(LQ) counterpart corrupted by various degradation factors
(e.g., blur, mask, downsampling). Presently, deep-learning
based IR methods have achieved impressive success, as they
can learn strong priors from large-scale datasets.

Recently, Diffusion Models (DMs) [54], which is built
from a hierarchy of denoising autoencoders, have achieved
impressive results in image synthesis [23, 55, 12, 24] and IR
tasks (such as inpainting [40, 50] and super-resolution [52]).
Specifically, DMs are trained to iteratively denoise the im-

age by reversing a diffusion process. DMs have shown
that the principled probabilistic diffusion modeling can real-
ize high-quality mapping from randomly sampled Gaussian
noise to the complex target distribution, such as a realistic
image or latent [50] distribution, without suffering mode-
collapse and training instabilities as GANs.

As a class of likelihood-based models, DMs require a
large number of iteration steps (about 50 − 1000 steps) on
large denoising models to model precise details of the data,
which consumes massive computational resources. Un-
like the image synthesis tasks generating each pixel from
scratch, IR tasks only require adding accurate details on the
given LQ images. Therefore, if DMs adopt the paradigm of
image synthesis for IR, it would not only waste a large num-
ber of computational resources but also be easy to generate
some details that do not match given LQ images.

In this paper, we aim to design a DM-based IR network
that can fully and efficiently use the powerful distribution
mapping abilities of DM to restore images. To this end,
we propose DiffIR. Since the transformer can model long-
range pixel dependencies, we adopt the transformer blocks
as our basic unit of DiffIR. We stack transformer blocks in
Unet shape to form Dynamic IRformer (DIRformer) to ex-
tract and aggregate multi-level features. We train our DiffIR
in two stages: (1) In the first stage (Fig. 2 (a)), we develop
a compact IR prior extraction network (CPEN) to extract
a compact IR prior representation (IPR) from ground-truth
images to guide the DIRformer. Besides, we develop Dy-
namic Gated Feed-Forward Network (DGFN) and Dynamic
Multi-Head Transposed Attention (DMTA) for DIRformer
to fully use the IPR. It is notable that CPEN and DIRformer
are optimized together. (2) In the second stage (Fig. 2 (b)),
we train the DM to directly estimate the accurate IPR from
LQ images. Since the IPR is light and only adds details for
restoration, our DM can estimate quite an accurate IPR and
obtain stable visual results after several iterations.

Apart from the above scheme and architectural novel-
ties, we show the effectiveness of joint optimization. In the
second stage, we observe that the estimated IPR may still
have minor errors, which will affect the performance of the
DIRformer. However, the previous DMs need many itera-
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Figure 1. The Mult-Adds are measured on 256×256 inputs. Our DiffIR achieves SOTA performance on IR tasks. Notably, LDM [50] and
RePaint [40] are DM-based methods, and DiffIR is 1000× more efficient than RePaint while achieving better performance.

tions, which is unavailable to optimize DM with the decoder
together. Since our DiffIR requires few iterations, we can
run all iterations and obtain the estimated IPR to optimize
with DIRformer jointly. As shown in Fig. 1, our DiffIR
achieves SOTA performance consuming much less compu-
tation than other DM-based methods (e.g., RePaint [40] and
LDM [50]). In particular, DiffIR is 1000× more efficient
than RePaint. Our main contributions are threefold:

• We propose DiffIR, a strong, simple, and efficient DM-
based baseline for IR. Unlike image synthesis, most
pixels of input images in IR are given. Thus, we use
the strong mapping abilities of DM to estimate a com-
pact IPR to guide IR, which can improve the restora-
tion efficiency and stability for DM in IR.

• We propose DGTA and DGFN for Dynamic IRformer
to fully exploit the IPR. Different from the previous
latent DMs optimizing the denoising network individ-
ually, we propose joint optimization of the denoising
network and decoder (i.e., DIRformer) to further im-
prove the robustness of estimation errors.

• Extensive experiments show that the proposed DiffIR
can achieve SOTA performance in IR tasks while con-
suming much less computational resources compared
with other DM-based methods.

2. Related Work
Image Restoration. As pioneer works, SRCNN [15],
DnCNN [84], and ARCNN [14] adopt compact CNN to
achieve impressive performance on IR. After that, CNN-
based methods became more popular compared with tra-
ditional IR methods. Up to now, researchers have carried
out CNN’s study with different perspectives and obtained
more elaborate network architecture designs and learning
schemes, such as residual block [29, 81, 6], GAN [21, 65,
48], attention [86, 66, 11, 72, 71, 68, 73], knowledge distil-
lation [67], and others [26, 19, 30, 18, 76].

Recently, transformer, a natural language processing
model, has gained much popularity in the computer vision

community. Compared with CNN, transformers can model
global interactions between different regions and achieve
state-of-the-art performance. Presently, the transformer
has been adopted in numerous vision tasks, such as image
recognition [17, 60], segmentation [62, 69, 87, 49], object
detection [5, 89], and image restoration [7, 38, 74, 36, 8].

Diffusion Models. Diffusion Models (DMs) [23], have
achieved state-of-the-art results in density estimation [31]
as well as in sample quality [12]. DMs adopt parameter-
ized Markov chain to optimize the lower variational bound
on the likelihood function, which can make them generate
more accurate target distribution than other generative mod-
els, i.e., GAN. Recently, DM has become increasingly influ-
ential in the field of image restoration tasks, such as super-
resolution [28, 52] and inpainting [40, 50, 10]. SR3 [52]
and SRdiff [35] introduced a DM to image super-resolution
and achieved better performance than SOTA GAN-based
methods. Besides, Palette [51] is inspired by conditional
generation models [44] and proposes a conditional diffu-
sion model for IR. LDM [50] proposes to perform DM on
latent space to improve the restoration efficiency. Further-
more, RePaint [40] designs an improved denoising strategy
by resampling iterations in DM for inpainting. However,
these DM-based IR methods directly use the paradigm of
DM in image synthesis. However, most of the pixels in IR
are given, and it is unnecessary to perform DM on whole
images or feature maps. Our DiffIR performs DM on a
compact IPR, which can make DM process more efficient
and stable for IR.

3. Preliminaries: Diffusion Models

In this paper, we adopt diffusion models (DMs) [23]
to generate accurate IR prior representation (IPR). In the
training phase, DM methods define a diffusion process that
transforms an input image x0 to Gaussian noise xT ∼
N (0, 1) by T iterations. Each iteration of the diffusion pro-
cess can be described as follows:

q (xt | xt−1) = N
(
xt;
√

1− βtxt−1, βtI
)
, (1)



Dynamic
Transformer
Block (×𝑁!)

Concat

DownSample

Conv 3×3
H×W×C

Dynamic
Transformer
Block (×𝑁&)

DownSample
𝐻
2 ×

𝑊
2 ×2C

𝐻
4 ×

𝑊
4 ×4C

Dynamic
Transformer
Block (×𝑁+)

DownSample

Dynamic
Transformer
Block (×𝑁!)

𝐻
8
×
𝑊
8
×8C

Dynamic
Transformer
Block (×𝑁-)

𝐻
8
×
𝑊
8
×8C

UpSample

𝐻
4 ×

𝑊
4 ×4C

UpSample

𝐻
2 ×

𝑊
2 ×2C

UpSample

Conv 1×1

Concat Conv 1×1

Concat Conv 1×1

H×W×C

H×W×C

H×W×2C

𝐻
2 ×

𝑊
2 ×2C

𝐻
4
×
𝑊
4
×4C

𝐻
2 ×

𝑊
2 ×2C

𝐻
4 ×

𝑊
4 ×4C

𝐻
2 ×

𝑊
2 ×2C

𝐻
4
×
𝑊
4
×4C

H×W×2C

Dynamic
Transformer
Block (×𝑁&)

Conv 3×3

DGFN

DMTA

LRelu

Conv 3×3

LRelu

Conv 3×3

Residual
Block…

𝐻
4 ×

𝑊
4 ×𝐶

!

Conv 3×3

4𝐶!

4𝐶!

Conv 3×3

Avg Pool

Linear

LRelu

Linear

LRelu

𝐻
4 ×

𝑊
4 ×𝐶

!

Input

𝑍

𝑍

𝑍

𝑍

𝑍

𝑍

Norm

𝑍4𝐶!

Linear

Linear

/H× /𝑊× 0𝐶

&𝐶

&𝐶

Conv 1×1Conv 1×1

Dconv 3×3 Dconv 3×3

GELU

Conv 1×1

𝑍4𝐶!

&𝐶

&𝐶

Q KR R

Norm

Linear

Linear

V

Conv 1×1

Dconv 3×3

Conv 1×1

Dconv 3×3

Conv 1×1

Dconv 3×3

0𝐶×/H /𝑊/H /𝑊× 0𝐶 /H /𝑊× 0𝐶

$𝐶× $𝐶

R

Transposed-Attention
Map (𝐴) R

Conv 1×1

/H× /𝑊× 0𝐶

/H /𝑊× 0𝐶

Dynamic Gated
Feed-Forward Network

Dynamic Multi-Head
Transposed AttentionCompact IR Prior

Extraction Network (CPEN)

𝑍

Concat

PixelUnshuffle (×4)

CPEN1&

(a) Stage 1: Pretraining DiffIR (DiffIR!")
Dynamic IR Transformer (DIRformer)

(b) Stage 2: Training DiffIR (DiffIR!#) & Inference

CPEN 1+

C
oncat

PixelU
nshuffle

(×
4)

CPEN 1& 𝑍

4𝐶!

𝑍2Diffusion Process
4𝐶!

4𝐶!4𝐶!

D

Linear

LR
elu…

Linear

LR
elu

Denoising Network

&𝑍2

PixelU
nshuffle

(×
4
)

&𝑍

×(𝑇 − 1)

&𝑍23&

Output

DIRformer

Dconv 3×3 Norm DGFN DMTA CPEN DIRformer

Depth-wise 
Convolution

Layer
Norm

Dynamic Gated
Feed-Forward Network

Dynamic Multi-Head
Transposed Attention

Compact IR Prior
Extraction Network Dynamic IRformer Lock Parameters

Element-wise 
Multiplication

Element-wise 
Addition

Matrix
Multiplication

R

Reshape

4𝐶!

𝐹

𝐹4

3𝐹
𝐹

𝐹4

3𝐹

𝐼$%

𝐼&'

𝐼$%

𝐼&' 𝐼$% "𝐼(%

"𝐼(%
Reverse Process

/H× /𝑊× 0𝐶

/H× /𝑊× 0𝐶

/H× /𝑊× 0𝐶

/H× /𝑊× 0𝐶

Figure 2. The overview of the proposed DiffIR, which consists of DIRformer, CPEN, and denoising network. DiffIR has two training
stages: (a) In the first stage, CPENS1 takes the ground-truth image as input and outputs an IPR Z to guide DIRformer to restore images.
We optimize the CPENS1 with DiffIRS1 together to make DiffIRS1 can fully use extracted IPR. (b) In the second stage, we use the strong
data estimation abilities of the DM to estimate the IPR extracted by pretrained CPENS1. Notably, we do not input the ground-truth image
into CPENS2 and denoising networks. In the inference stage, we only use the reverse process of DM.

where xt is the noised image at time-step t, βt is the prede-
fined scale factor, and N represents the Gaussian distribu-
tion. The Eq. (1) can be further simplified as follows:

q (xt | x0) = N
(
xt;

√
ᾱtx0, (1− ᾱt) I

)
, (2)

where αt = 1− βt, ᾱt =
∏t

i=0 αi.
In the inference stage (reverse process), DM methods

sample a Gaussian random noise map xT and then grad-
ually denoise xT until it reaches a high-quality output x0:

p (xt−1 | xt,x0) = N
(
xt−1;µt (xt,x0) , σ

2
t I
)
, (3)

where mean µt (xt,x0) = 1√
αt

(
xt − ϵ 1−αt√

1−ᾱt

)
and vari-

ance σ2
t = 1−ᾱt−1

1−ᾱt
βt. ϵ indicates the noise in xt, which

is the only uncertain variable in the reverse process. DMs
adopt a denoising network ϵθ(xt, t) to estimate ϵ. To train
ϵθ(xt, t), given a clean image x0, DMs randomly sample a
time step t and a noise ϵ ∼ N (0, I) to generate noisy images
xt according to Eq. (2). Then, DMs optimize the network
parameters θ of ϵθ following [23]:

∇θ

∥∥ϵ− ϵθ
(√

ᾱtx0 + ϵ
√
1− ᾱt, t

)∥∥2
2
. (4)

4. Methodology
Traditional DMs [54, 50, 40] require a large number of

iterations, computational resources, and model parameters
to generate accurate and realistic images or latent feature

maps. Although DMs achieve impressive performance in
generating images from scratch (image synthesis), it is a
waste of computational resources to directly apply the DM
paradigm of image synthesis to IR. Since most pixels and
information in IR are given, performing DMs on whole
images or feature maps not only spends a lot of iterations
and computation but also is easy to generate more artifacts.
Overall, DMs have strong data estimation ability, but ap-
plying the existing DM paradigm in image synthesis to IR
is inefficient. To address the issue, we propose an efficient
DM for IR (i.e., DiffIR), which adopts DM to estimate a
compact IPR to guide the network to restore images. Since
the IPR is quite light, the model size and iteration of DiffIR
can be largely reduced to generate more accurate estima-
tions compared with traditional DM.

In this section, we present our DiffIR. As shown in
Fig. 2, DiffIR mainly consists of a compact IR prior extrac-
tion network (CPEN), dynamic IRformer (DIRformer), and
denoising network. We train DiffIR in two stages, including
pretraining DiffIR and training the diffusion model. In the
following sections, we first introduce the pretraining Dif-
fIR in Sec. 4.1. Then, we provide the details of the training
efficient DM for DiffIR in Sec. 4.2.

4.1. Pretrain DiffIR

Before introducing pretraining DiffIR, we would like to
introduce two networks in the first stage, including a com-
pact IR prior extraction network (CPEN) and a dynamic
IRformer (DIRformer). The structure of CPEN is shown



in Fig. 2 yellow box, which is mainly stacked with resid-
ual blocks and linear layers to extract the compact IR prior
representation (IPR). After that, DIRformer can use the ex-
tracted IPR to restore LQ images. The structure of the
DIRformer is shown in Fig. 2 pink box, which is stacked
with dynamic transformer blocks in the Unet shape. The
dynamic transformer blocks consist of dynamic multi-head
transposed attention (DMTA, Fig. 2 green box) and dy-
namic gated feed-forward network (DGFN, Fig. 2 nattier
blue box), which can use IPR as dynamic modulation pa-
rameters to add restoration details into feature maps.

In the pretraining (Fig. 2 (a)), we train CPENS1 and
DIRformer together. Specifically, we first concatenate
ground-truth and LQ images together and use the PixelUn-
shuffle operation to downsample them to obtain the input
for CPENS1. Then, CPENS1 extract the IPR Z ∈ R4C′

as:

Z = CPENS1(PixelUnshuffle(Concat(IGT , ILQ))).
(5)

Then IPR Z is sent into DGFN and DMTA of DIRformer as
dynamic modulation parameters to guide restoration:

F′ = W 1
l Z⊙Norm(F) +W 2

l Z, (6)

where ⊙ indicates element-wise multiplication, Norm de-
notes layer normalization [2], Wl represents linear layer, F
and F′ ∈ RĤ×Ŵ×Ĉ are input and output feature maps re-
spectively, and W 1

l Z,W
2
l Z ∈ RĈ .

Then, we aggregate global spatial information in DMTA.
Specifically, F′ is projected into query Q = WQ

d WQ
c F′,

key K = WK
d WK

c F′, and value V = WV
d WV

c F′,
where Wc is the 1 × 1 point-wise convolution and Wd

is the 3 × 3 depth-wise convolution. Next, we reshape
the query Q̂ ∈ RĤŴ×Ĉ , key K̂ ∈ RĈ×ĤŴ , and value
V̂ ∈ RĤŴ×Ĉ . After that, we perform dot-product between
Q̂ and K̂ generates a transposed-attention map A of size
RĈ×Ĉ , which is more efficient than regular attention map
of size RĤŴ×ĤŴ . The overall process of DMTA can be
described as follows:

F̂ = WcV̂ · Softmax(K̂ · Q̂/γ) + F, (7)

where γ is a learnable scaling parameter. As conventional
multi-head self attention [17, 7] did, we separate channels
to multi-head and calculate attention maps.

Next, in DGFN, we aggregate local features. We use
1×1 Conv to aggregate information from different channels
and adopt 3 × 3 depth-wise Conv to aggregate information
from spatially neighboring pixels. Besides, we adopt the
gating mechanism to enhance information encoding. The
overall process of DGFN is defined as:

F̂ = GELU
(
W 1

dW
1
c F

′)⊙W 2
dW

2
c F

′ + F. (8)

We train CPENS1 and DIRformer together, which can
make DIRformer fully use the IPR extracted by CPENS1

for restoration. The training loss is defined as follows:

Lrec =
∥∥∥IGT − ÎHQ

∥∥∥
1
, (9)

where IGT and ÎHQ are the ground-truth and restored HQ
images, respectively. ∥ · ∥1 denotes the L1 norm. If some
works emphasize visual quality, such as inpainting and
SISR, we can further add perceptual loss and adversarial
loss. More details are provided in supplementary materials.

4.2. Diffusion Models for Image Restoration

In the second stage (Fig. 2 (b)), we exploit the strong
data estimation ability of the DM to estimate IPR. Specif-
ically, we use the pretrained CPENS1 to capture the IPR
Z ∈ R4C′

. After that, we apply the diffusion process on Z
to sample ZT ∈ R4C′

, which can be described as:

q (ZT | Z) = N
(
ZT ;

√
ᾱTZ, (1− ᾱT ) I

)
, (10)

where T is the total number of iterations, ᾱ and α are de-
fined in Eqs. (1) and (2) (i.e., ᾱT =

∏T
i=0 αi).

In the reverse process, since IPR is compact, DiffIRS2

can use much fewer iterations and smaller model size to ob-
tain quite good estimations than traditional DMs [50, 40].
Since traditional DMs have huge computational costs in it-
erations, they have to randomly sample a time-step t ∈
[1, T ] and merely optimize the denoising network at that
time step (Eqs. (1), (2), (3), and (4)). The lack of joint train-
ing of the denoising network and decoder (i.e., DIRformer)
means the minor error of estimations caused by the denois-
ing network would make the DIRformer cannot achieve its
potential. By contrast, DiffIR starts from T -th time step
(Eq. (10)) and runs all denoising iterations (Eq. (11)) to ob-
tain Ẑ and send it to DIRformer for joint optimization.

Ẑt−1 =
1

√
αt

(
Ẑt − ϵ

1− αt√
1− ᾱt

)
, (11)

where ϵ indicates the same noise, and we use the CPENS2

and denoising network to predict noise as Eq. (3). It is no-
table that, different from traditional DMs in Eq. (3), our
DiffIRS2 delete the variance estimation and find it helpful
for accurate IPR estimation and better performance (Sec. 6).

In the reverse process of DM, we first use CPENS2 to
obtain a conditional vector D ∈ R4C′

from LQ images:

D = CPENS2(PixelUnshuffle(ILQ)), (12)

where CPENS2 has the same structure as CPENS1 except
the input dimension of the first convolution. Then, we use
the denoising network ϵθ to estimate noise in each time step
t as ϵθ(Concat(Ẑt, t,D)). The estimated noise is substi-
tuted into Eq. (11) to obtain Ẑt−1 to start the next iteration.

Then, after T times iterations, we obtain the final esti-
mated IPR Ẑ ∈ R4C′

. We joint train CPENS2, denoising



Table 1. Quantitative comparison (FID/LPIPS) for inpainting on benchmark datasets. Best and second best performance are marked in
bold and underlined, respectively. The bottom three methods marked in gray adopt the diffusion model.

Method #Params (M)

Places [88] (512×512) CelebA-HQ [27] (256×256)

Narrow Masks Wide Masks Narrow Masks Wide Masks

FID ↓ LPIPS ↓ FID ↓ LPIPS ↓ FID ↓ LPIPS ↓ FID ↓ LPIPS ↓
EdgeConnect [46] 22 1.3421 0.1106 8.4866 0.1594 6.9566 0.0922 7.8346 0.1149
ICT [61] 150 - - - - 8.4977 0.0982 9.8794 0.1196
LaMa [57] 27 0.6340 0.0898 2.2494 0.1339 5.3889 0.0806 5.7023 0.0951
LDM [50] 215 - - 2.1500 0.1440 - - - -
RePaint [40] 607 - - - - 4.7395 0.0890 5.4881 0.1094
DiffIRS2 (Ours) 26 0.4913 0.0758 1.9788 0.1306 4.5967 0.0769 5.1440 0.0918

HQ LQ ICT [61] LaMa [57] RePaint [40] DiffIRS2 (Ours)
Figure 3. Visual comparison of inpainting methods. Zoom-in for better details.

network, and DIRformer using Lall:

Ldiff =
1

4C ′

4C′∑
i=1

∣∣∣Ẑ(i)− Z(i)
∣∣∣ ,Lall = Lrec + Ldiff ,

(13)
where we can further add perceptual loss and adversarial
loss in Lall for better visual quality as Eq. (9).

In the inference stage, we only use the reverse diffusion
process (the bottom part of Fig. 2 (b)). CPENS2 extracts
a conditional vector D from LQ images, and we randomly
sample a Gaussian noise ẐT . Denoising network utilizes
the ẐT and D to estimate IPR Ẑ after T iterations. After
that, DIRformer exploits the IPR to restore LQ images.

5. Experiments
5.1. Experiment Settings

We apply our method to three typical IR tasks sepa-
rately: (a) inpainting, (b) image super-resolution (SR), (c)

single-image motion deblurring. Our DiffIR adopts a 4-
level encoder-decoder structure. From level-1 to level-4,
the attention heads in DMTA are [1, 2, 4, 8], and the num-
ber of channels is [48, 96, 192, 384]. Additionally, in all IR
tasks, we tune the number of dynamic transformer blocks
in DIRformer to compare DiffIR with the SOTA methods
in similar parameters and computational costs. Specifically,
from level-1 to level-4, we set the number of dynamic trans-
former blocks to [1, 1, 1, 9], [13, 1, 1, 1], and [3, 5, 6, 6] for
inpainting, SR, and deblurring, respectively. In addition,
following previous works [40, 50], we introduce adversarial
loss and perceptual loss for inpainting and SR. The number
of channels C ′ of CPEN is set to 64.

In training the diffusion model, total timesteps T are set
to 4, and βt in Eq. (11) (αt = 1−βt) linearly increase from
β1 = 0.1 to βT = 0.99. We train models with Adam opti-
mizer (β1 = 0.9, β2 = 0.99). More details are presented in
the supplementary material.



Table 2. Quantitative comparison ( LPIPS/DISTS). for Single image super-resolution on benchmark datasets. Best and second best
performance are marked in bold and underlined, respectively. The bottom two methods marked in gray adopt the diffusion model.

Method
Set14 [77] Urban100 [25] Manga109 [43] General100 [16] DIV2K100 [1]

PSNR ↑ LPIPS ↓ PSNR ↑ LPIPS ↓ PSNR ↑ LPIPS ↓ PSNR ↑ LPIPS ↓ PSNR ↑ LPIPS ↓
SFTGAN [64] 26.74 0.1313 24.34 0.1343 28.17 0.0716 29.16 0.0947 28.09 0.1331
SRGAN [34] 26.84 0.1327 24.41 0.1439 28.11 0.0707 29.33 0.0964 28.17 0.1257
ESRGAN [65] 26.59 0.1241 24.37 0.1229 28.41 0.0649 29.43 0.0879 28.18 0.1154
USRGAN [80] 27.41 0.1347 24.89 0.1330 28.75 0.0630 30.00 0.0937 28.79 0.1325
SPSR [42] 26.86 0.1207 24.80 0.1184 28.56 0.0672 29.42 0.0862 28.18 0.1099
BebyGAN [37] 27.09 0.1157 25.23 0.1096 29.19 0.0529 29.95 0.0778 28.62 0.1022
LDM [50] 25.62 0.2034 23.36 0.1816 25.87 0.1321 27.17 0.1655 26.66 0.1939
SRdiff [35] 27.14 0.1450 25.12 0.1379 28.67 0.0665 29.83 0.1009 28.58 0.1293
DiffIRS2 (Ours) 27.73 0.1117 26.05 0.1007 30.32 0.0463 30.58 0.0717 29.13 0.0871

HQ BebyGAN LDM

LQ USRGAN DiffIRS2 (Ours)

HQ BebyGAN LDM

LQ USRGAN DiffIRS2 (Ours)

HQ BebyGAN LDM
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HQ BebyGAN LDM

LQ USRGAN DiffIRS2 (Ours)

Figure 4. Visual comparison of 4× image super-resolution methods. Zoom-in for better details.

5.2. Evaluation on Inpainting

We train and validate our DiffIRS2 on inpainting using
the same settings of LaMa [57]. Specifically, we train our
DiffIR with the batch size of 30 and patch size of 256 on
Places-Standard [88] and CelebA-HQ [27] datasets, respec-
tively. We compare our DiffIRS2 with SOTA inpainting
methods (ICT [61], LaMa [57], and RePaint [40]) using
LPIPS [85] and FID [22] on validation datasets.

The quantitative results are shown in Tab. 1 and
Fig. 1 (a). We can see that our DiffIRS2 significantly outper-
forms other methods. Specifically, our DiffIRS2 surpasses
competitive method LaMa by a FID margin of up to 0.2706
and 0.5583 with wide masks on Places and CelebA-HQ
consuming similar total numbers of parameters and Mult-
Adds. Furthermore, compared with DM based method Re-
Paint [50], our DiffIRS2 can achieve better performance
while merely consuming 4.3% parameters and 0.1% com-
putational resources. This indicates that DiffIR can fully
and efficiently use the data estimation ability of DM for IR.

The qualitative results are shown in Fig. 3. Our DiffIRS2

can produce more realistic and reasonable structures and de-
tails than other competitive inpainting methods. More qual-
itative results are provided in the supplementary material.

5.3. Evaluation on Image Super-Resolution

We train and validate our DiffIRS2 on image super-
resolution. Specifically, we train DiffIRS2 on DIV2K [1]
(800 images) and Flickr2K [59] (2650 images) datasets for
4× super-resolution. The batch sizes are set to 64, and the
LQ patch sizes are 64×64. We evaluate our DiffIRS2 and
other SOTA GAN-based SR methods on five benchmarks
(Set5 [3], Set14 [77], General100 [16], Urban100 [25], and
DIV2K100 [1]) using LPIPS [85] and PSNR.

Tab. 2 and Fig. 1 (b) show the performance and Mult-
Adds comparsion of DiffIRS2 with SOTA GAN-based SR
methods: SFTGAN [64], SRGAN [34], ESRGAN [65],
USRGAN [80], SPSR [42], and BebyGAN [37]. We can
see that DiffIRS2 achieves the best performance. Com-
pared with the competitive SR method BebyGAN, our
DiffIRS2 surpasses it by LPIPS margin of up to 0.0151 and
0.0089 on DIV2K100 and Urban100 while merely consum-
ing 63% computational resources. Moreover, it is notable
that DiffIRS2 significantly outperforms DM-based method
LDM while consuming 2% computational resources.

The qualitative results are shown in Fig. 4. DiffIRS2

achieves the best visual quality containing more realistic
details. These visual comparisons are consistent with the
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Figure 5. Visual comparison of single image motion deblurring methods. Zoom-in for better details.

Table 3. Quantitative comparison for Single image motion de-
blurring on benchmark datasets. Best and second best perfor-
mance are marked in bold and underlined, respectively.

Method
GoPro [45] HIDE [53]

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑

Xu et al. [70] 21.00 0.741 - -
DeblurGAN [32] 28.70 0.858 24.51 0.871
Nah et al. [45] 29.08 0.914 25.73 0.874
Zhang et al. [79] 29.19 0.931 - -
DeblurGAN-v2 [33] 29.55 0.934 26.61 0.875
SRN [58] 30.26 0.934 28.36 0.915
Gao et al. [20] 30.90 0.935 29.11 0.913
DBGAN [83] 31.10 0.942 28.94 0.915
MT-RNN [47] 31.15 0.945 29.15 0.918
DMPHN [78] 31.20 0.940 29.09 0.924
Suin et al. [56] 31.85 0.948 29.98 0.930
MIMO-Unet+ [9] 32.45 0.957 29.99 0.930
IPT [7] 32.52 - - -
MPRNet [75] 32.66 0.959 30.96 0.939
Restormer [74] 32.92 0.961 31.22 0.942

DiffIRS2 (Ours) 33.20 0.963 31.55 0.947

quantitative results, showing the superiority of DiffIR. Dif-
fIR can efficiently use the powerful DM to restore images.
More visual results are given in supplementary material.

5.4. Evaluation on Image Motion Deblurring

We train DiffIR on GoPro [45] dataset for image mo-
tion deblurring and evaluate DiffIR on two classic bench-
marks (GoPro, HIDE [53]). We compare DiffIRS2 with the
state-of-the-art image motion deblurring methods, includ-
ing Restormer [74], MPRNet [75], and IPT [7].

The quantitative results (PSNR and SSIM) are shown in
Tab. 3, and the Mult-Adds are shown in Fig. 1 (c). We can
see that our DiffIRS2 outperforms other motion deblurring
methods. Specifically, DiffIRS2 surpasses IPT and MIMI-
Unet+ by 0.68 dB and 0.54 dB on GoPro, respectively. Fur-
thermore, DiffIRS2 surpasses Restormer by 0.28 dB and
0.33 dB on GoPro and HIDE datasets separately, only con-

suming 78% computational resources. This demonstrates
the effectiveness of DiffIR.

The qualitative results are shown in Fig. 5, and our
DiffIRS2 has the best visual quality containing more real-
istic details close to corresponding HQ images. More qual-
itative results are provided in the supplementary material.

6. Ablation Study

Efficient diffusion model for image restoration. In this
part, we validate the effectiveness of the components in Dif-
fIR, such as DM, training schemes for DM, and whether
inserting variance noise in DM (Tab. 4).

(1) DiffIRS2-V3 is actually the DiffIRS2 adopted in
Tab. 1, and DiffIRS1 is the first stage pretraining network
with ground-truth images as inputs. Comparing DiffIRS1

and DiffIRS2-V3, we can see that DiffIRS2-V3 has quite
similar LPIPS with DiffIRS1, which means that DM has
powerful data modeling ability to predict accurate IPR.

(2) To further demonstrate the effectiveness of DM,
we cancel using DM in DiffIRS2-V3 to obtain DiffIRS2-
V1. Comparing DiffIRS2-V1 and DiffIRS2-V3, we can
see that DiffIRS2-V3 (using DM) significantly outperform
DiffIRS2-V1. That means the IPR learned by DM can ef-
fectively guide DIRformer to restore LQ images.

(3) To explore the better training schemes for DM, we
compare two training schemes: traditional DM optimiza-
tion and our proposed joint optimization. Since traditional
DM [50, 54] requires many iterations to estimate large im-
ages or feature maps, they have to adopt traditional DM op-
timization by randomly sampling a timestep to optimize the
denoising network, which cannot optimize with the later de-
coder (i.e., DIRformer in our paper). Since DiffIR merely
uses DM to estimate a compact one-dimensional vector
IPR, we can use several times iterations to obtain quite ac-
curate results. Therefore, we can adopt joint optimization
by running all iterations of the denoising network to ob-
tain IPR to optimize with DIRformer jointly. Comparing



Table 4. FID results evaluated on CelebA-HQ for inpainting. The performance and Mult-Adds are measured on an LQ size of 256×256.

Method Mult-Adds (G) GT DM
Training Schemes Inserting

Noise CelebA-HQTraditional DM
Optimization

Joint
Optimization

DiffIRS1 47.97 ! % % % % 4.8045

DiffIRS2-V1 51.63 % % % % % 5.6782
DiffIRS2-V2 51.63 % ! ! % % 5.9766
DiffIRS2-V3 (Ours) 51.63 % ! % ! % 5.1440
DiffIRS2-V4 51.63 % ! % ! ! 5.1937

Table 5. DM loss functions comparison (FID) in inpainting.

Loss Ldiff (Eq. (13)) L2 (Eq. (14)) Lkl (Eq. (15))

CelebA-HQ↓ 5.1440 5.1837 5.2365

DiffIRS2-V2 and DiffIRS2-V3, DiffIRS2-V3 significantly
surpass the DiffIRS2-V2, which demonstrates the effective-
ness of our proposed joint optimization for training DM.
That is because the DM’s minor estimation error in IPR may
lead to the performance drop of the DIRformer. Training
DM and DIRformer jointly can address this problem.

(4) In traditional DM methods, they will insert variance
noise in the reverse DM process (Eq. (3)) to generate more
realistic images. Different from traditional DM predicting
images or feature maps, we use DM to estimate IPR. In
DiffIRS2-V4, we insert noise in the reverse DM process. As
we can see, DiffIRS2-V3 achieve better performance than
DiffIRS2-V4. That means it is better to cancel inserting
noise to guarantee the accuracy of the estimated IPR.
The loss functions for DM. We explore which loss function
is best to guide the denoising network and CPENS2 to learn
to estimate accurate IPR from LQ images. Here, we define
three loss functions. (1) We define Ldiff for optimization
(Eq. (13)). (2) We adopt L2 (Eq. (14)) to measure estima-
tion error. (3) We use the Kullback Leibler divergence to
measure distribution similarity (Lkl, Eq. (15)).

L2 =
1

4C ′

4C′∑
i=1

(
Ẑ(i)− Z(i)

)2
, (14)

Lkl =

4C′∑
i=1

Znorm(i) log

(
Znorm(i)

Ẑnorm(i)

)
, (15)

where Ẑ and Z ∈ R4C′
are IPRs extracted by DiffIRS1

and DiffIRS2 respectively. Ẑnorm and Znorm ∈ R4C′
are

normalized with softmax operation of Ẑ and Z separately.
We apply these three loss functions on DiffIRS2 separately
to learn to directly estimate the accurate IPR from LQ im-
ages. Then, we evaluate them on CelebA-HQ in the inpaint-
ing task. The results are shown in Tab. 5. We can see that
the performance of Ldiff is better than L2 and Lkl.
Impact of the number of iterations. In this part, we ex-
plore how the number of iterations in DM affects the perfor-
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Figure 6. Ablation study of the number of iterations in DM.

mance of DiffIRS2. We set different number of iterations
in DiffIRS2 and tune the βt (αt = 1 − βt) in Eq. (10) to
make Z be Gaussian noise ZT ∼ N (0, 1) after diffusion
process (i.e., ᾱT → 0). The results are shown in Fig. 6. As
iterations increase to 3, the performance of DiffIRS2 will
significantly improve. As the number of iteration is larger
than 4, DiffIRS2 almost keep stable, which means it reaches
the upper bound. Besides, we can see that our DiffIRS2 has
more quick convergence speed than traditional DM (requir-
ing more than 200 iterations). That is because we merely
perform DM on IPR (a compact one-dimensional vector).

7. Conclusion
Traditional DMs achieve impressive performance in im-

age synthesis. Different from image synthesis generating
each pixel from scratch, IR gives an LQ image as a refer-
ence. Thus, it is inefficient to directly apply the traditional
DM paradigm to IR. In this paper, we propose an efficient
diffusion model for IR (i.e., DiffIR), consisting of CPEN,
DIRformer, and denoising network. Specifically, we first
input ground-truth image into CPENS1 to generate a com-
pact IPR to guide DIRformer. After that, we train DM to
estimate the IPR extracted by CPENS1. Compared with
traditional DMs, our DiffIR can use much fewer iterations
than traditional DMs to obtain accurate estimations and re-
duce artifacts in restored images. Furthermore, thanks to the
few iterations, our DiffIR can adopt joint optimization of
CPENS2, DIRformer, and denoising network to reduce the
influence of estimation error. Extensive experiments show
that DiffIR can achieve a general SOTA IR performance.
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Table 6. 4× SR quantitative comparison on real-world SR benchmarks. The Mult-Adds are computed based on an LR size of 256 × 256.
Best and second best performance are marked in bold and underlined, respectively. The bottom two methods marked in gray adopt the
diffusion model.

Methods Mult-Adds (T)
RealSRSet [4] NTIRE2020 Track1 [41]

LPIPS↓ DISTS↓ PSNR↑ LPIPS↓ DISTS↓ PSNR↑
BSRGAN [82] 1.18 0.3648 0.1676 26.90 0.3691 0.1368 26.75
Real-ESRGAN [63] 1.18 0.3629 0.1609 26.07 0.3471 0.1326 26.40
KDSRs-GAN [67] 0.86 0.3610 0.1627 27.18 0.3198 0.1252 27.12
LDM [50] 37.25 0.4369 0.1982 26.37 0.4763 0.1844 25.68
DiffIRS2 (Ours) 0.74 0.3527 0.1588 27.65 0.3088 0.1131 27.31

A. Appendix

B. Evaluation on Real-world SR
We train and validate our DiffIRS2 on real-world SR us-

ing the same settings of Real-ESRGAN [63]. Specifically,
we adopt the same loss functions of Real-ESRGAN [65],
which further introduce perceptual loss and adversarial loss
to the basic L1 loss. We set the learning rate of the
DiffIRS2 to 2 × 10−4. We further validate the effective-
ness of DiffIRS2 on Real-World datasets. For optimization,
we use Adam with β1 = 0.9, β2 = 0.99. In both two
stages of training, we set the batch size to 64, with the input
patch size being 64. We evaluate all methods on the dataset
provided in the challenge of Real-World Super-Resolution:
NTIRE2020 Track1 and Tracks [41]. In addition, we also
validate our DiffIR on RealSRSet [4]. Since NTIRE2020
Track1 and RealSRSet datasets provide a paired validation
set, we use the LPIPS [85], DISTS [13], and PSNR for the
evaluation.

The quantitative results are shown in Tab. 6. We can
see that DiffIRS2 outperforms SOTA real-world SR method
KDSRS-GAN on LPIPS, DISTS, and PSNR, consuming
fewer computational costs. In addition, we can see that
DiffIRS2 outperforms classic real-world SR method Real-
ESRGAN on LPIPS, DISTS, and PSNR, only consuming
its 63% Mult-Adds. Furthermore, compared with DM-
based LDM [50], DiffIRS2 achieve much better perfor-
mance consuming only 2% Mult-Adds.

We also visualize the results on NTIRE2020 Track2,
which was captured with smartphones. The qualitative re-
sults are shown in Fig. 7. We can see that DiffIRS2 achieves
the best performance.

C. Algorithm
The algorithm of DiffIR2 training is summarized in

Alg. 1. The algorithm of DiffIR2 inference is summarized
in Alg. 2.

D. More Training Details on Inpainting
We train our DiffIR for inpainting using the same loss

functions of LaMa [57], which further introduce multiple

perceptual losses and adversarial loss to the basic L1 loss.
For our experiments on image-inpainting in the paper

Sec. 5.2, we used the code of LaMa [57] to generate syn-
thetic masks. In training, we adopt the Adam optimizer with
learning rates 0.0002 and 0.0001 for DiffIR and discrim-
inator networks, respectively. All models are trained for
1M iterations with a batch size of 30. In addition, we use
random crops of size 256 × 256 to train DiffIR on Places
and CelebA-HQ. In testing, we use a fixed set of 2k vali-
dation and 30k testing samples from CelebA-HQ [27] and
Places [88]. Moreover, we validate DiffIRS2 on crops of
size 512 × 512 and 256 × 256 on Places and CelebA-HQ
validation datasets, respectively.

E. More Training Details on SR
Compared with DIRformer for other IR tasks, we add a

×4 upsampling network [65] at the end of DIRformer for
super-resolution (SR). We train our DiffIR for SR using the
same loss functions of ESRGAN [65], which further intro-
duce perceptual loss and adversarial loss to the basic L1

loss.
We train DiffIR for 1M iterations with a batch size of 64.

In addition, we use random crops of size 256× 256 to train
DiffIR on DIV2K [1] (800 images) and Flickr2K [59] (2650
images) datasets for 4× super-resolution. We train our Dif-
fIR using Adam optimizer with learning rates 0.0002 and
0.0001 for DiffIR and discriminator networks, respectively.

F. More Training Details on deblurring
Following previous works in single image motion de-

blurring [9, 75, 74], we train our DiffIR only using L1

loss for fair comparisons. We train DiffIR for 300K it-
erations with the initial learning rate 2−4 gradually re-
duced to 1−6 with the cosine annealing [39]. Fol-
lowing previous work [74], we progressively increase
patch size and decrease batch size. Specifically, we
start training with patch size 128 × 128 and batch size
64. The patch size and batch size pairs are updated to
[(1602, 40), (1922, 32), (2562, 16), (3202, 8), (3842, 8)] at
iterations [92K, 156K, 204K, 240K, 276K].



Algorithm 1 DiffIRS2 Training
Input: Trained DiffIRS1 (including CPENS1 and DIRformer), βt(t ∈ [1, T ]).
Output: Trained DiffIRS2.

1: Init: αt = 1− βt, ᾱT =
∏T

i=0 αi.
2: Init: The DIRformer of DiffIRS2 copies the parameters of trained DiffIRS1.
3: for ILQ, IGT do
4: Z = CPENS1(PixelUnshuffle(Concat(IGT , ILQ))). (paper Eq. (5))
5: Diffusion Process:
6: We sample ZT by q (ZT | Z) = N (ZT ;

√
ᾱTZ, (1− ᾱT ) I) (i.e., diffusion process. paper Eq. (10))

7: Reverse Process:
8: ẐT = ZT

9: D = CPENS2(PixelUnshuffle(ILQ)) (paper Eq. (12))
10: for t = T to 1 do
11: Ẑt−1 = 1√

αt

(
Ẑt − ϵθ(Concat(Ẑt, t,D)) 1−αt√

1−ᾱt

)
(paper Eq. (11))

12: end for
13: Ẑ = Ẑ0

14: ÎHQ = DIRformer(ILQ, Ẑ)
15: Calculate Ldiff loss (paper Eq. (13)).
16: end for
17: Output the trained model DiffIRS2.

Algorithm 2 DiffIRS2 Inference
Input: Trained DiffIRS2 (including CPENS2 and DIRformer), βt(t ∈ [1, T ]), LQ images ILQ.
Output: Restored HQ images ÎHQ.

1: Init: αt = 1− βt, ᾱT =
∏T

i=0 αi.
2: Reverse Process:
3: Sample ẐT ∼ N (0, 1)
4: D = CPENS2(PixelUnshuffle(ILQ)) (paper Eq. (12))
5: for t = T to 1 do
6: Ẑt−1 = 1√

αt

(
Ẑt − ϵθ(Concat(Ẑt, t,D)) 1−αt√

1−ᾱt

)
(paper Eq. (11))

7: end for
8: Ẑ = Ẑ0

9: ÎHQ = DIRformer(ILQ, Ẑ)

10: Output restored HQ images ÎHQ.

G. More Visual Comparisons on Inpainting
In this section, we provide more qualitative compar-

isons between our DiffIRS2 and SOTA inpainting methods
(ICT [61], LaMa [57], and RePaint [40]). The results are
shown in Fig 8. We can observe that our DiffIRS2 can
produce more realistic and reasonable structures and details
than other competitive inpainting methods.

H. More Visual Comparisons on SR
In this section, we provide more qualitative comparisons

between our DiffIRS2 and SOTA GAN-based SR methods.

The results are shown in Figs 9 and 10. Our DiffIRS2

achieves the best visual quality containing more realistic de-
tails.

I. More Visual Comparisons on Deblurring
In this section, we provide more qualitative comparisons

between our DiffIRS2 and SOTA image motion deblurring
methods. The results are shown in Fig 11. Our DiffIRS2

has the best visual quality containing more realistic details
close to corresponding HQ images.
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Figure 7. Visual comparison of 4× real-world super-resolution methods. Zoom-in for better details.



HQ LQ ICT [61] LaMa [57] RePaint [40] DiffIRS2 (Ours)
Figure 8. More visual comparisons of inpainting methods. Zoom-in for better details.
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Figure 9. Visual comparison of 4× image super-resolution methods. Zoom-in for better details.
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Figure 10. Visual comparison of 4× image super-resolution methods. Zoom-in for better details.
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Figure 11. Visual comparison of single image motion deblurring methods. Zoom-in for better details.


