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Abstract

This paper advocates the use of implicit surface repre-
sentation in autoencoder-based self-supervised 3D repre-
sentation learning. The most popular and accessible 3D
representation, i.e., point clouds, involves discrete samples
of the underlying continuous 3D surface. This discretization
process introduces sampling variations on the 3D shape,
making it challenging to develop transferable knowledge
of the true 3D geometry. In the standard autoencoding
paradigm, the encoder is compelled to encode not only the
3D geometry but also information on the specific discrete
sampling of the 3D shape into the latent code. This is
because the point cloud reconstructed by the decoder is
considered unacceptable unless there is a perfect mapping
between the original and the reconstructed point clouds.
This paper introduces the Implicit AutoEncoder (IAE), a
simple yet effective method that addresses the sampling
variation issue by replacing the commonly-used point-cloud
decoder with an implicit decoder. The implicit decoder
reconstructs a continuous representation of the 3D shape,
independent of the imperfections in the discrete samples.
Extensive experiments demonstrate that the proposed IAE
achieves state-of-the-art performance across various self-
supervised learning benchmarks. Our code is available at
https://github.com/Siming Yan/IAE,

1. Introduction

The rapid advancement and growing accessibility of
commodity scanning devices have made it easier to capture
vast amounts of 3D data represented by point clouds. The
success of point-based deep networks [46,47] additionally
enables many 3D vision applications to exploit this natural
and flexible representation. Exciting results have emerged
in recent years, ranging from object-level understanding,
including shape classification [5]] and part segmentation [55]
75L[77]], to scene-level understanding, such as 3D object
detection [[111|{17,/56] and 3D semantic segmentation [3].

Annotating point-cloud datasets is a highly labor-
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Figure 1: The Sampling Variation Problem. Given a continuous
3D shape, there are infinitely many ways to sample a point cloud.
The proposed Implicit AutoEncoder (IAE) learns a latent represen-
tation of the true 3D geometry independent of the specific discrete
sampling process. By alleviating the sampling variation problem,
IAE improves existing point-cloud self-supervised representation
learning methods in various downstream tasks.

intensive task due to the challenges involved in designing
3D interfaces and visualizing point clouds. As a result,
researchers are motivated to explore self-supervised rep-
resentation learning paradigms. The fundamental concept
is to pre-train deep neural networks on large unlabeled
datasets and fine-tune them on smaller datasets annotated
based on specific task requirements. A carefully designed
self-supervised representation learning paradigm effectively
initializes the network weights, enabling fine-tuning on
downstream tasks (e.g., classification and segmentation)
to avoid weak local minima and achieve improved stabil-
ity [15].

Research in self-supervised representation learning pre-
dates the history of 3D computer vision. Notably, significant
effort has been dedicated to developing self-supervised
learning methods for 2D images [6, 12,3 1,4 1/69182,83], with
autoencoders being one of the most popular tools [4,21,41}
59,63|]. An autoencoder-based self-supervised representation
learning pipeline comprises an encoder that transforms the
input into a latent code and a decoder that expands the
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latent code to reconstruct the input. Since the latent code
has a much lower dimension than the input, the encoder
is encouraged to summarize the input by condensed latent
features with the help of the reconstruction loss.

There is a growing interest in developing self-supervised
representation learning methods for point clouds by drawing
inspiration from image-based autoencoders. For example,
Yang et al. [76] propose a novel folding-based decoder, and
Wang et al. [66] develop a denoising autoencoder based on
the standard point-cloud completion model. However, to
the best of our knowledge, prior works in point-cloud self-
supervised representation learning have relied on the same
design principles as image-based methods, where both the
encoder and decoder represent the 3D geometry in the
same format (i.e., point clouds).

Point clouds are noisy, discretized, and unstructured
representations of 3D geometry. As shown in Figure [I]
a 3D shape can be represented by many different point
clouds, all of which are valid representations of the same
object. Different point cloud samples are subject to different
noises, which are induced from various sources such as
the intrinsic noises from the sensors and the interference
from the environment. The unordered and noisy nature
distinguishes point clouds from conventional structured data,
such as pixel images defined on rectangular grids. When
training a point-cloud autoencoder, the encoder is forced to
capture sampling variations, limiting the model’s ability to
extract valuable information about the true 3D geometry.

This paper, for the first time, formalizes the concept of
sampling variations and proposes to combine the implicit
surface representation with point-cloud self-supervised repre-
sentation learning. Specifically, we introduce an asymmetric
point-cloud autoencoder scheme, where the encoder takes
a point cloud as input, and the decoder uses the implicit
function as the output 3D representation. The rest of the
paper refers to this design as the Implicit AutoEncoder
(IAE). IAE enjoys many advantages over existing meth-
ods. First, reconstruction under the implicit representation
discourages latent space learning from being distracted
by the imperfections brought by sampling variations and
encourages the encoder to capture generalizable features
from the true 3D geometry. Second, the reconstruction
loss defined on implicit functions bypasses the expensive
and unstable data association operation commonly used in
point-based reconstruction losses such as the Earth Mover
Distance [52]] and the Chamfer Distance [16]. The added
efficiency allows IAE to process up to 40k input points with
a single Tesla V100 GPU, making it possible to capture very
fine geometric details when existing methods can only work
with sparse data with approximately 1k points.

To demonstrate the effectiveness of IAE, we conduct
experiments to verify that the learned representation from
our pre-trained model can adapt to various downstream tasks,

both at the object level and the scene level, including shape
classification, linear evaluation, object detection, and indoor
semantic segmentation. IAE consistently outperforms state-
of-the-art methods in all settings. Specifically, under the best
setting, IAE achieves 88.2% / 94.3% classification accuracy
on ScanObjectNN [60] / ModelNet40 [68] respectively.
IAE is also the first to support the autoencoding paradigm
in scene-level pre-training for the application to various
scene-level downstream tasks. For example, compared
to training from scratch, IAE achieves +0.7% and +1.1%
absolute improvements in object detection quality evaluated
by mAP@0.5 on ScanNet [11] and SUN RGB-D [56],
respectively.

We summarize the contributions of our paper as follows:

- We propose an asymmetric point-cloud autoencoder
called Implicit AutoEncoder (IAE). The IAE takes a
point cloud as input and uses an implicit function as
the output 3D representation. We combine the implicit
surface representation with point-cloud self-supervised
representation learning for the first time.

- We formalize the concept of sampling variations in point
clouds and demonstrate that IAE is more effective at
capturing generalizable features from true 3D geometry
than standard point-cloud autoencoders.

- We conduct experiments to demonstrate the effectiveness
of IAE on various downstream tasks, including shape
classification, object detection, and indoor semantic
segmentation. IAE consistently outperforms state-of-the-
art methods in all settings.

2. Related Work

Point-Cloud Self-Supervised Representation Learning.
The unordered nature of 3D point clouds poses a unique
challenge to representation learning, which is known to be
effective on conventional structured data representations like
images. Several point-cloud self-supervised methods have
been developed to learn representations from individual
3D objects [1,(7, (20125} 44,54, |66, (74} 76, 78], with the
synthetic ShpapeNet [5]] being the most popular dataset
used in pre-training. However, existing methods exhibit
limited generalizability to real scene-level datasets due to a
significant domain gap [[724(73].

The remarkable success achieved in 2D has sparked
a growing interest in extending the contrastive learning
paradigm to self-supervised representation learning on point
clouds [51},/72|80]]. These approaches rely on the contrastive
loss to separate positive and negative instance pairs in the
latent space, necessitating meticulous design efforts to define
similar and dissimilar examples. They also consume a
substantial amount of computational resources, particularly
when working with large datasets. While 3D contrastive



learning is a popular field of research, this paper addresses
the sampling variation problem under the simple autoencoder
paradigm discussed below.

Point-Cloud Autoencoders. Several existing works exploit
the autoencoder paradigm for point-cloud self-supervised
representation learning. They simultaneously train an
encoder and a decoder, with the encoder mapping the input
point cloud to a latent code, and the decode reconstructing an-
other point cloud from the latent code [38}66L/76L/79]]. While
these approaches have demonstrated promising performance
improvements, the sampling variation problem remains a
significant challenge when the decoder output is represented
as point clouds. This is because the network must encode not
only the geometry but also the imperfections of the specific
point cloud sampling into the latent code. Additionally,
training a decoder under a point-based network architecture
is not as straightforward as training a regular convolutional or
fully-connected model, which limits the quality of the output.
This paper proposes the use of implicit representation as
the decoder output in the autoencoder-based self-supervised
representation learning paradigm. As we will see, the
implicit decoder alleviates the sampling variation issue and
allows for a more efficient pipeline than existing approaches.
Closely related to our design, ParAE [13]] learns the 3D
data distribution through discrete generative models. While
ParAE builds the supervision upon a point-wise partitioning
matrix, the proposed IAE utilizes implicit representations
that are conceptually more relevant to the 3D geometry and
easier to train.

Implicit Representations. A 3D shape can be represented
implicitly by a deep network that maps 3D coordinates to
signed distances [33,|39] or occupancy grids [8|32,42].
Unlike explicit representations such as point clouds, vox-
els, or triangle meshes, implicit representations offer a
continuous shape parameterization and do not suffer from
discretization errors. Implicit representations have been
successfully applied in various 3D tasks, including 3D
reconstruction from images [27,28}36], primitive-based
3D reconstruction [[18,/19,/40]], 4D reconstruction [35]], and
continuous texture representation [37]. However, to the
best of our knowledge, no existing research has investigated
the integration of implicit representations into the self-
supervised representation learning paradigm, making IAE
the pioneer in the field.

3. Method
3.1. Problem Setup

Assume we have access to a large dataset of 3D point
clouds D = {P|P € R"*3} without any annotations.
The goal of autoencoder-based point-cloud self-supervised
learning is to train an encoder network fo and a decoder
network gg, where the encoder maps the point cloud to an

m-dimensional latent code:
fo : R S R™ m<n )]
and the decoder maps the latent back to the 3D geometry:
ge : R™ =S 2)

Here, S refers to the space of 3D shapes under the represen-
tation of choice. In practice, a popular choice is to use a
sub-sampled version of the point cloud as the output shape
representation: S = R™ >3, where n’ < n. The parameters
© and @ are jointly trained by minimizing the distance metric
d between the input point cloud and the reconstructed shape:

©*,®" = argmind((gs o fo)(P),P) S

e,p
After training the autoencoder, the encoder fg- is fine-
tuned on a small dataset with task-specific annotations (e.g.,
bounding boxes and segmentation labels).

3.2. Challenges

Sampling Variations. As shown in Figure [I] there are
infinitely many valid point clouds representing the same 3D
shape. This is because point clouds are discrete samples of
the continuous 3D geometry. Due to the finite sampling size
and noisy conditions, each point cloud contains a unique
set of imperfections from the sampling process. Ideally,
an autoencoder is expected to encode the information just
about the true 3D geometry into the latent code. In practice,
the encoder is compelled to capture the imperfections in
the latent code since the decoder output is represented as
another point cloud with a distance metric in place enforcing
the two discrete samples to be identical. Sampling variation
causes distractions to the autoencoder learning and leads to
suboptimal performance in downstream tasks.

Efficient Distance Calculation. The Earth Mover Distance
(EMD) [52] in Eq. E] and the Chamfer Distance (CD) [[16]] in
Eq. 5] are commonly used metrics to calculate the distance
between the input and the reconstructed point clouds. For
each point x in point cloud P, EMD and CD find the nearest
point in the other cloud P for distance calculation. The
correspondence discovery operation makes both EMD and
CD expensive metrics to use, especially when the point
clouds are dense.

d D) = mi - 4
emp (P, P) ¢ggﬁ2||x B(x)||2 “

xeP

dep(P,P) = ) min|% —xlla + > min|lx - %[l (5
xeP xeP ™

Data Density. Many large-scale open 3D datasets provide
very dense point clouds. For example, the popular ShapeNet
dataset [5]] contains at least 50k points per shape. Due to the
inefficiency discussed above, existing explicit autoencoders
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Figure 2: The Implicit AutoEncoder. In the pre-training stage, we jointly train an encoder fo and a decoder go to reconstruct the
underlying 3D shape from the inpulﬂ While the encoder takes the point cloud as input, the output of the decoder is represented by an
implicit function. The implicit function maps a 3D query point x = (z, y, 2) to the signed [33}/39], unsigned [10]], or occupancy [8}[32}/42]
representation of the shape. After pre-training, we fine-tune the encoder fe on different downstream tasks. At the object level, we evaluate
IAE on object classification. At the scene level, we evaluate IAE on object detection and semantic segmentation.

lack the ability to exploit such density and are limited
to a sparely sub-sampled version of the original dense
point cloud. Sub-sampling introduces information loss
and additional sampling variations. If it could use dense
point clouds during training, an explicit autoencoder would
potentially be as good as the proposed IAE. The problem,
however, is that it is non-trivial to use dense data in explicit
autoencoders. A naive adoption of the EMD [52] and
CD [16] losses leads to an unaffordable computation cost.
We show more analysis in Section[4.3]

3.3. The Implicit AutoEncoder (IAE)

Design.  As illustrated by Figure 2] we propose the
Implicit AutoEncoder (IAE), which elegantly addresses the
challenges discussed above. In IAE, while the encoder still
takes a point cloud as input, the decoder outputs an implicit
function: S = {A|A(x) € R,Vx € R3}. Let \y be the
“ground-truth” implicit function derived analytically from the
input shape, the training objective of IAE is to minimize the
distance between two implicit surfaces through the distance
metric dimp:

7, &7 = arg mindimp((ga © fo) (x[P), Au(x))  (©)

Our experiments use three popular variants of the implicit
function, including the signed distance function [33}39], the
unsigned distance function [[10], and the occupancy grid [8|
32,42]]. When the output shape is represented by either the
signed (SDF) or the unsigned (UDF) distance function, dipy,
is implemented as the mean £ distance between the ground-
truth and reconstructed distance functions on /N uniformly

IFor simplification, we denote f as fe, g as go, and do not show the
query point x in Figure@

sampled points inside the 3D bounding box:

dat = 1 3 N(ge o fo) (xIP) — 5(x) )
xeX

duar =3 3 llgo 0 f)IP) —u(al  ®)
xeX

where s denotes SDF value of sampled point x, and u
denotes UDF value of x.

On the other hand, when the output shape is represented
by the occupancy grid, dimp, becomes the cross-entropy loss:

doce = 1= 3 CE((gw o Jo)(xIP),0(x) O

xeX
where C'E denotes cross entropy, o denotes occupancy.

4. Experiments
4.1. Pre-Training Datasets

ShapeNet [5] is a synthetic dataset commonly used in 3D
vision, consisting of 57,748 shapes from 55 object categories.
In addition to point clouds, ShapeNet offers high-quality
water-tight triangular meshes as a more accurate description
of 3D geometry. Following [32,39], we generate ground-
truth signed distance functions and occupancy grids from
the provided mesh data. While ShapeNet is able to provide
such high-quality 3D geometric information thanks to its
synthetic nature, water-tight meshes are rarely available in
real-world settings. To assess the effectiveness of IAE under
more realistic conditions, we further use the nearest neighbor
strategy [43]] to obtain unsigned distance functions from the
point clouds in ShapeNet (50k points).

ScanNet [[11] is a real-world dataset with over 1,500 point-
cloud scans. Unlike ShapeNet [5], which focuses on



Table 1: Classification results on ScanObjectNN and ModelNet40 datasets. The model parameters number (#Params), GFLOPS, and
overall accuracy (%) are reported. The FULL section presents the results of fine-tuning the pre-trained models. The LINEAR section reports
the results of training a linear SVM. To establish a fair comparison, we present the performance of IAE using two distinct architectures:
DGCNN and Transformer-like Point-M2AE. These architectures are commonly adopted in prior methods. The methods within the same
block share the same architecture. ‘w/o mesh’ indicates that pre-training does not involve mesh data.

Method #Params(M) GFLOPS ScanObjectNN ModelNet40
OBJ_BG OBJ_ONLY PB_T50_RS 1k P 8k P
Supervised Learning Only
PointNet [47] 3.5 0.5 73.3 79.2 68.0 89.2 90.8
PointNet++ [46] 1.5 1.7 82.3 84.3 77.9 90.7 91.9
PointCNN [26] 0.6 - 86.1 85.5 78.5 92.2 -
KPConv [58] - - 86.4 84.1 80.2 92.9 -
GBNet [49] 8.8 - - - 81.0 93.8 -
PointMLP [30] 12.6 314 - - 85.7 94.1 -
PointNeXt [48]] 1.4 3.6 - - 88.1 93.2 -
with Self-Supervised Representation Learning (FULL)
DGCNN [67] 1.8 2.4 82.8 86.2 78.1 92.9 93.1
JigSaw [54] 1.8 2.4 - - 83.5 92.6 -
STRL [23] 1.8 2.4 - - - 93.1 -
OcCo [65] 1.8 24 88.2 87.5 84.3 93.0 -
IAE (DGCNN) 1.8 2.4 90.2 89.0 85.6 94.2 94.2
Transformer [[78]] 22.1 4.8 83.0 84.1 79.1 91.4 91.8
Point-BERT [78] 22.1 4.8 89.3 88.1 84.3 93.2 93.8
Point-MAE [38]] 22.1 4.8 90.0 88.3 85.2 93.8 94.0
Point-M2AE [79] 153 3.6 91.2 88.8 86.4 94.0 -
IAE (M2AE) w/o mesh 15.3 3.6 92.3 91.2 88.0 94.1 94.2
IAE (M2AE) 15.3 3.6 92.5 91.6 88.2 94.2 94.3
with Self-Supervised Representation Learning (LINEAR)
JigSaw [54] 1.8 2.4 - - 59.5 84.1 -
STRL [23] 1.8 2.4 - - 77.9 90.9 -
OcCo [65] 1.8 2.4 - - 78.3 89.7 -
CrossPoint [2] 1.8 2.4 - - 81.7 91.2 -
IAE (DGCNN) 1.8 2.4 - - 83.0 92.1 -
Point-M2AE [79] 15.3 3.6 - - 83.1 92.9 -
IAE (M2AE) w/o mesh 15.3 3.6 - - 84.3 93.1 -
IAE (M2AE) 15.3 3.6 - - 84.4 93.2 -

individual objects, ScanNet collects indoor scene data with
a significantly larger perceptive range. We apply the sliding
window strategy and crop each instance into d X d x d
cubes, where d = 3.0 m. Following Qi et al. [45], we divide
the dataset into training (8k point clouds) and validation
(2.6k point clouds) splits. We randomly sub-sample 10,000
points from each point cloud as the input to the encoder.
Due to the lack of high-quality water-tight meshes, we use
the nearest neighbor strategy [43] to calculate ground-truth
unsigned distance functions. We refer interested readers
to the supplementary material for implementation details.
Importantly, we point out that IAE is the first method that
supports the autoencoding paradigm in real-world scene-
level training. As observed by Xie et al. [[72]], pre-training
on synthetic datasets exhibits limited generalizability to

real-world tasks. Real-world scene-level pre-training is
extremely challenging due to noises, incomplete scans,
and the complication of indoor scene contents. As a
result, existing self-supervised methods fail to achieve any
noticeable performance improvement [44154,66].

4.2. Pre-Training Setting

As outlined in Section[3] we propose a general framework
for Implicit Autoencoder. The IAE consists of an encoder
part that maps a given point cloud into a high-dimensional
latent code, and a decoder part that fits an implicit function to
the latent code and query point to output the implicit function
value. Our framework can easily incorporate any backbone
architecture for point cloud understanding into the encoder
part. In order to ensure a fair comparison, we adopt the same



Method ScanNet SUN RGB-D Method S3DIS 6-Fold
AP25 APs50 AP2;5 APso OA mloU
VoteNet [[45]) 58.6 33.5 57.7 32.9 PointNet [46] 78.5 47.6
3D-MPA [14] 64.2 49.2 - - PointCNN [26] 88.1 65.4
MLCVNet [71]] 64.5 41.4 59.8 - DGCNN [67] 84.1 56.1
BRNet [9] 66.1 50.9 61.1 43.7 DeepGCN [24] 85.9 60.0
3DETR [34] 65.0 47.0 59.1 32.7 KPConv [58] - 70.6
GroupFree [29] 69.1 52.8 63.0 45.2 RandLA-Net [22] 88.0 70.0
FCAF3D [53] 71.5 57.3 64.2 48.9 BAAF-Net [50] 88.0 70.0
CAGroup3D [64] 75.1 61.3 66.8 50.2 PointTransformer [81]] 90.2 73.5
STRL [23] 595 384 582 350 gﬁﬁu[\f;](t @ gg’g ;i‘;
RandomRooms [[51] 61.3 36.2 59.2 354 ’ :
PointContrast [[72] 59.2 38.0 57.5 34.8 Jigsaw [54] 84.4 56.6
DepthContraslﬂ[SO] 62.1 39.1 60.4 354 OcCo [66] 85.1 58.5
Point-M2AE [79] 66.3 48.3 - - STRL [23] 84.2 57.1
IAE (VoteNet) 61.5 39.8 60.4 36.0 IAE (DGCNN) 85.9 60.7
TAE (CAGroup3D) 76.1 62.0 67.6 51.3 IAE (PointNeXt) 90.8 75.3

Table 2: 3D Object Detection Results. We fine-tune our pre-trained model ~ Table 3:
on ScanNetV2 [[11] and SUN-RGBD [56] validation sets using VoteNet [45]
and CAGroup3D [64]. We show mean Average Precision (mAP) across all

Semantic Segmentation Results on
S3DIS [3] 6-Fold. We show Overall Accuracy (OA)
and mean Intersection over Union (mloU) across six

semantic classes with 3D IoU thresholds of 0.25 and 0.5. Methods in the folds.

second section denote self-supervised methods.

backbone architecture as previous approaches.

The decoder part of the IAE fits an implicit function
that takes both the latent code obtained from the encoder
and the query point as input, and outputs the implicit
function value at that point. We explore two different
designs for the decoder part based on Occupancy Network-
style [32] and Convolutional Occupancy Network-style [42]].
The pretrained models used for downstream tasks in our
experiments are based on the Convolutional Occupancy
Network-style decoder. Further implementation details are
provided in the supplementary material.

4.3. Downstream Tasks

After pre-training IAE on ShapeNet [5]] and ScanNet [[11]],
we discard the decoder in pre-training and append different
network heads onto the pre-trained encoder for different
downstream tasks, at both the object level and the scene
level.

4.3.1 Shape Classification

We assess the quality of object-level feature learning on
ModelNet40 [68]] and ScanObjectNN [61] datasets. Mod-
elNet40 consists of 9,832 training objects and 2,468 testing
objects across 40 different categories. We additionally pre-
process the dataset following the procedure developed by Qi
et al [46]]. ScanObjectNN contains approximately 15,000
objects from 15 categories, which are scanned from real-
world indoor scenes with cluttered backgrounds. We conduct

2DepthContrast used a slightly larger model than Votenet. For a fair
comparison, we reproduce DepthContrast with the original Votenet model.

experiments on three variants: OBJ-BG, OBJ-ONLY, and
PBTS50-RS. Details are provided in supplementary materials.

Linear SVM Evaluation. To evaluate the 3D representation
learning ability of IAE, we first conduct linear classification
experiments on ModelNet40 [68]] and ScanObjectNN [61]]
after pre-training on ShapeNet. We use our frozen pre-
trained encoder to extract features from 1,024 points sampled
from each 3D shape and train a linear SVM classifier on
top of them. The classification accuracies are reported in
Table[[|LINEAR section. To establish a fair comparison with
previous approaches, we construct two different encoders,
DGCNN [67] and M2AE [79]]. Under M2AE backbone,
IAE achieves 93.2%/84.4% classification accuracy on the
ModelNet40/ScanObjectNN testing split, representing a
0.3%/1.3% absolute improvement from the state-of-the-art
method. Furthermore, we highlight that IAE is capable of
surpassing state-of-the-art performance even without high-
quality water-tight mesh labels. In the second-to-last row
of Table |[I| LINEAR section, we present the results when
the ground-truth implicit representation is directly generated
from the dense point cloud on ShapeNet using the nearest
neighbor strategy. The 1.2% absolute improvement on
ScanObjectNN indicates that even though point clouds are
discrete samples of the true 3D geometry, converting point
clouds to the implicit format is an effective way of alleviating
sampling variations.

Supervised Fine-Tuning. In addition to fitting an SVM
in the latent space, we fine-tune the encoder pre-trained on
ShapeNet using ModelNet40 [[68]] and ScanObjectNN [61]]
labels. We again adopt both DGCNN [67] and M2AE [[79]



Task Pre-train Acc/APas5
_ i ScanNet 67.6
Object detection ShapeNet 67.1
) ScanNet 91.3%
MN40 Linear ShapeNet 92.1%

Table 4: Cross-Domain Generalizability between ShapeNet (5]
and ScanNet [[11]. For the 3D object detection task, we report mAP
at IoU=0.25 on the SUN RGB-D dataset [56|. For ModelNet40 [68]]
linear evaluation, we report the classification accuracy.

architecture to construct the encoder network for a fair
comparison, whose outputs are utilized as class predictions
in this downstream task. As shown in Table [T FULL section,
IAE shows consistent improvements and achieves state-
of-the-art performance with 94.3%/88.2% classification
accuracy on ModelNet40/ScanObjectNN respectively. IAE
also surpasses previous state-of-the-art with 94.2%/88.0%
classification accuracy when the ground-truth implicit func-
tion is computed without meshes.

4.3.2 Indoor 3D Object Detection

By leveraging the convolutional occupancy network [42]],
IAE demonstrates a robust ability to handle complex 3D
scenes. We build the encoder with the VoteNet [45]
architecture and fine-tune the weights using ScanNet [11]]
detection labels after self-supervised pre-training on the
same dataset. As shown in Table [2| IAE outperforms
random weight initialization with 18.8% and 4.9% relative
improvements in mAP@0.5 and mAP@0.25, respectively.
In addition to ScanNet, we further evaluate IAE on the more
challenging SUN RGB-D dataset [56]] and observe similar
performance improvements.

Recently, Wang et al. [64] propose the CAGroup3D
model, which outperforms the commonly used VoteNet [45]]
by a significant margin. Table [2]demonstrates that incorpo-
rating CAGroup3D as the IAE encoder further boosts the
performance over the primitive CAGroup3D model.

4.3.3 Indoor 3D Semantic Segmentation

On the Stanford Large-Scale 3D Indoor Spaces (S3DIS)
dataset [3|], we assess how well IAE can transfer its
knowledge in self-supervised pre-training to scene-level
semantic segmentation. S3DIS consists of 3D point clouds
collected from 6 different large-area indoor environments,
annotated with per-point categorical labels. Following Qi
et al. [46]], we divide each room instance into Im x Im
blocks. We randomly sub-sample 4,096 points from the
original point cloud as the encoder input and use 6-fold cross-
validation during fine-tuning. As shown in Table (3| IAE
significantly improves baseline approaches when the encoder
is constructed from the same DGCNN [|67] architecture,
with an 0.8% absolute improvement in overall accuracy
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Figure 3: Label efficiency training. We pre-train our model
on ScanNet and then fine-tune on ScanNet and SUN RGB-
D separately. During fine-tuning, different percentages of
labeled data are used. Our pre-training model outperforms
training from scratch and achieves nearly the same result
with only 60% labeled data.

and 2.2% improvement in mloU. When integrated with
PointNeXt [48], the latest model design in the field, IAE
is still able to outperform the from-scratch training.

4.3.4 Cross-Domain Generalizability

Up to this point, our discussion on scene-level fine-tuning
assumes the pre-training process uses scene-level data as
well. Whether synthetic object-level pre-training helps real-
world scene-level fine-tuning remains an open debate in 3D
vision. Xie et al. [[72] suggest pre-training on ShapeNet [5]]
may have a detrimental effect on ScanNet [[11]] fine-tuning.
In contrast, Huang et al. [23] demonstrate that with a
sufficiently powerful encoder, object-level pre-training is
actually beneficial regardless of whether the downstream
task is at the object level or the scene level. As shown
in Table ] with ShapeNet pre-training, IAE achieves a
mAP@0.25 of 67.1 on the SUN RGB-D dataset [56] for
object detection. Albeit not as good as scene-level pre-
training, object-level pre-training demonstrates a noticeable
improvement over training-from-scratch (66.8 mAP@0.25).
On ModelNet40 [68], we use linear evaluation to deter-
mine the effect on scene-level classification. While it is
meaningless to fit an SVM using an encoder with randomly
initialized weights, Table |4| demonstrates that pre-training
the TAE encoder on both ScanNet and ShapeNet leads to
state-of-the-art classification accuracy under DGCNN [67]]
backbone (c.f, Table[I). Empirically, we present additional
evidence to support Huang et al.’s claim in the open debate.

4.3.5 Label Efficiency Training

Pre-training helps models to be fine-tuned with a small
amount of labeled data. We study the labeling efficiency
of our model on 3D object detection by varying the portion
of supervised training data. Results can be found in Figure[3]
We take the VoteNet [45] as the training network and use
20%, 40%, 60%, and 80% of the training data from ScanNet
and SUN RGB-D datasets. We observe that our pre-training
method gives larger gains when the labeled data is less. With



\ Method MN40
FoldingNet  90.1% |  Method SUN RGB-D | Function ~MN40
EAE OcCo 89.7% FoldingNet 58.2 EAE \ PC 90.1%
Snowflake 89.9% EAE Snz);%zke ggéll Oce 913%
IAE OccNet 91.5% : IAE UDF 91.7%
ConvONet  92.1% TIAE \ ConvOccNet 60.4 SDF 92.1%

(a) Different decoders

(b) Different decoders on real data task

(c) Different implicit functions

Table 5: (a) Ablation Study on Different Decoder Models on shape-level ModelNet40 [[68]] linear evaluation. Our implicit autoencoders
(IAE) consistently outperform their explicit counterparts (EAE). (b) Ablation Study on Different Decoder Models on real data task, mAP
at IoU=0.25 on SUN RGB-D [56] detection. Our approach using the convolutional occupancy network shows consistent improvements. (c)
Ablation Study on Implicit Functions. For explicit representation, we use FoldingNet [76] as the decoder and point cloud (PC) at the

output. Three implicit representations show consistent improvements over the explicit representation.

12 30

=10 @ 25

S e

a 8 =20

2 2

~ o

26 g1s

I [

£ 4 §10

£
2r G s -
0 0—=% 10 15 20 25 30 35

5 10 15 20 25 30 35

GT point number (k) GT point number (k)

Figure 4: Computation time and GPU memory utilization of
explicit autoencoder. We use the standard explicit autoencoder
framework, OcCo [65]], and take DGCNN [67] as the encoder
backbone. We use Chamfer Distance as the loss function.

only 60% training data on ScanNet/SUN RGB-D, our model
can get similar performance compared with using all training
data from scratch. This suggests our pre-training can help
the downstream task to obtain better results with less data.

4.4. Ablation Study

We proceed with an ablation study to understand the
different design choices we made in our experiments.
Explicit vs. Implicit Decoders. Under otherwise identical
settings, we conduct two sets of parallel experiments to
compare conventional explicit decoders with our proposed
implicit decoders. Specifically, we choose three state-of-the-
art explicit models, including FoldingNet [[76]], OcCo [66],
and SnowflakeNet [[70], and compare them with two different
implicit models, including Occupancy Network [32]], and
Convolutional Occupancy Network [42[]. We pre-train all
models on ShapeNet [5] and report the linear SVM classifi-
cation accuracies on ModelNet40 [[68]] under DGCNN [|67]]
backbone. As shown in Table [3 (a), implicit decoders
consistently improve all explicit methods. Furthermore,
we performed a comparison on real data by pre-training
the models on ScanNet and reporting the SUN RGB-D
detection result. As shown in Table [5] (b), the implicit
decoder outperforms the explicit methods.

Choice of Implicit Representations. Among the signed dis-
tance function [33]39]], unsigned distance function [[10], and
occupancy grid [81/32,42], what is the implicit representation
of choice in self-supervised representation learning? As
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Figure 5: Experiment analysis on Explicit and Implicit
Autoencoders. (a) T-SNE visualization for encoder latent codes
of IAE (blue) and EAE (orange). The IAE clusters are noticeably
smaller. (b) The average cluster radius for IAE and EAE in (a).

shown in Table[5(c), while they all outperform the explicit
representation, the signed distance function demonstrates
the highest linear evaluation accuracy on ModelNet40 [[68]]
classification with ShapeNet [5] pre-training. When ground-
truth signed distance functions are unavailable due to the
lack of high-quality meshes, the unsigned distance function
becomes the second-best choice.

4.5. Analysis

In this section, we show more experiment analysis
between explicit autoencoders and implicit autoencoders.
Computational Cost for Loss Function. As mentioned
in Section [3.2] existing explicit autoencoders lack the
ability to utilize dense point clouds from open 3D datasets,
but sub-sampling inevitably introduces information loss
and additional sampling variation. To verify this issue,
we implemented the OcCo [65] framework and tested its
computation time and GPU memory utilization as the ground
truth point cloud density increased. In Figure[d] we observe
that by applying Chamfer loss and training the model on a
single Tesla V100 GPU with a batch size of 1, the training
time increases to over 10.53 hours per epoch, and the GPU
memory usage increases to 26.8 GiB as the number of points
for the ground-truth point cloud increased to 32k. Since
pre-training usually takes at least 200 epochs, this cost is



unacceptable. In comparison, IAE only takes 0.3 hours per
epoch with 6 GiB GPU memory.

Sampling Variation Problem. We conduct additional
experiments to gain insights into the internal mechanism
of IAE. Specifically, we pre-train both IAE and an explicit
autoencoder, as discussed in Section [4.3.1} on the ShapeNet
dataset [5]. Next, we randomly sample 100 different point
clouds from 10 characteristic shapes and use the pre-trained
encoders to predict latent codes. We use T-SNE [62] to
obtain embeddings of the latent codes in R?. As visualized
in Figure [5] (a), both the implicit and explicit models are
successful in mapping the shapes into 10 distinctive clusters.
However, the implicit clusters are noticeably smaller in size,
with an average radius of only 56.3% of the explicit clusters
(Figure E] (b)). This result supports our claim that IAE is less
sensitive to sampling variations and is able to learn more
generalizable features about the true 3D geometry.

5. Analysis of IAE under a Linear AE model

We proceed to gain more insights of IAE under a linear
AE model.

Specifically, suppose we have N > n points x; €
R", 1 < i < N. Without losing generality, we assume
x; lies on a low-dimensional linear space { L } of dimension
m < n. These data points are used to model the underlying
3D models. Now let us perturb each point x; = x; + ¢;,
where ¢; is used to model sampling variations. We assume
¢; € {L}", meaning they encode variations that are
orthogonal to variations among the underlying 3D models.
Denote X := (x1,--- ,zy) and X' := (2}, - ,z/y).

We consider two linear autoencoding models. The first
one, which is analogous to TAE, takes @} as input and seeks
to reconstruct x;:

N
argmin E 1A'Q"" 2}, — @2
A/’Q/ERW/X’VTL k:l

54.QTQ =1, Q c{C}(X)

Here @' is the encoder, and A’ is the decoder. {C'} (X')
denotes the column space of matrix X’. The constraints
QTQ" = 1I,,and Q' € { C'} (X') ensure that the encoder-
decoder pair is unique up to a unitary transformation in
O(m). Below we show that Q* is independent of .

a,Q =

Proposition 1. Let QQ € R™*™ collect the top-m eigenvec-

N
tors of the convariance matrix C = Y, xpx}.. Then under
k=1
the assumption that €, € {L}l , 1<k <N, Q*=Q.

Prop. [I] indicates that Q* does not encode sampling
variations.

Now consider the second model where we force the
encoder-decoder pair to reconstruct the original inputs,

which is analogous to standard autoencoding:
0 =

N
argmin 3 4Q" x}, — i3
A’ ,Q'€Rnxm =1

s1.Q7Q =1, Q € {C}HX)

In this case, A* = Q*, and both of them are given by the top
m eigenvectors of ¢’ = S @) a)," .

To quantitatively compare encoders Q* and @, we need
the following definition.

Definition 1. Consider two unitary matrices QQ1,Q2 €
R™*™ where QT'Q; = 1,,,. We define the deviation between
them as

D(Q1,Q2) = Q1 — Q2R*,

R* = argmin||Q; — QgRHzf
ReO(m)

The following proposition specifies the derivatives be-
tween Q* and €.

Proposition 2. Under the assumption that €, € { L }L , 1<
k < N, we have

%;:Q) = (In — QQ") (e )QAT  (10)

where A = diag(A1,--- , \n) is a diagonal matrix that
collects the top eigenvalues of C' that correspond to Q). ey,
is the k-th standard basis vector.

In other word, Q* is sensitive to €. Therefore, it
encodes sampling variations. This theoretical analysis under
a simplified setting suggests that IAE may potentially learn
more robust representations.

6. Conclusion

We present Implicit AutoEncoder (IAE), a simple yet

effective model for point-cloud self-supervised representa-
tion learning. Unlike conventional point-cloud autoencoders,
IAE exploits the implicit representation as the output of
the decoder. IAE prevents latent space learning from being
distracted by sampling variations and encourages the encoder
to capture generalizable features from the true 3D geometry.
Extensive experiments demonstrate that IAE achieves con-
siderable improvements over a wide range of downstream
tasks, including shape classification, linear evaluation, object
detection, and indoor semantic segmentation. In the future,
we plan to extend IAE to support not only hand-crafted but
also trainable implicit representations that can be jointly
learned with the autoencoder pipeline.
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