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Abstract

Text-to-motion generation is a formidable task, aiming
to produce human motions that align with the input text
while also adhering to human capabilities and physical laws.
While there have been advancements in diffusion models,
their application in discrete spaces remains underexplored.
Current methods often overlook the varying significance of
different motions, treating them uniformly. It is essential
to recognize that not all motions hold the same relevance
to a particular textual description. Some motions, being
more salient and informative, should be given precedence
during generation. In response, we introduce a Priority-
Centric Motion Discrete Diffusion Model (M2DM), which
utilizes a Transformer-based VQ-VAE to derive a concise,
discrete motion representation, incorporating a global self-
attention mechanism and a regularization term to counteract
code collapse. We also present a motion discrete diffusion
model that employs an innovative noise schedule, deter-
mined by the significance of each motion token within the
entire motion sequence. This approach retains the most
salient motions during the reverse diffusion process, leading
to more semantically rich and varied motions. Addition-
ally, we formulate two strategies to gauge the importance of
motion tokens, drawing from both textual and visual indica-
tors. Comprehensive experiments on the HumanML3D and
KIT-ML datasets confirm that our model surpasses existing
techniques in fidelity and diversity, particularly for intricate
textual descriptions.

1. Introduction

Generating realistic and diverse 3D human motions un-
der various conditions e.g., action labels [34, 18], natural
language descriptions [55, 17, 5, 56], and musical cues
[27, 28, 29], presents a significant challenge across mul-
tiple domains, including gaming, filmmaking, and robotic
animation. Notably, motion generation based on language de-
scriptions has garnered substantial interest, given its promise
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for enhancing realism and broadening practical applications.

However, generating a high-quality motion is not trivial
due to the inherent modality gap and the complex mapping
between text and motion modalities. Previous works [35, 43]
align the latent feature space between text and motion modal-
ities. For instance, TEMOS [35] aligns the text and mo-
tion feature by learning text and motion encoders. Motion-
Clip [43] aligns the human motion manifold to CLIP [37]
space for infusing semantic knowledge of CLIP into the
motion extractor. Despite these advancements, they might
encounter performance degradation when dealing with com-
plex textual descriptions.

To process these complex textual descriptions, some text-
to-motion methods are proposed. State-of-the-art approaches
such as TM2T [17] and T2M-GPT [55] use vector-quantized
autoencoder (VQ-VAE) [46] to learn a discrete and compact
motion representation, followed by a translation model [38,

] to map the text modality to the motion modality. With the
popularity and the superior performance in the generation
tasks of diffusion models [20], MDM [44] and MLD [5]
are proposed to learn conditioned diffusion models on the
raw motion representation space and the latent feature space,
respectively.

While there have been promising advancements, two pri-
mary issues remain unresolved: i) The aforementioned dif-
fusion methods, namely MDM [44] and MLD [5], predomi-
nantly address the latent feature within a continuous space.
Although VQ-VAE-inspired architectures have made consid-
erable strides in motion generation [55, 1 7], particularly with
the support of discrete and compact motion representations,
the integration of the diffusion model into a discrete space
remains inadequately explored. ii) Discrete diffusion models
employed in prior studies [15, 14, 22] treat all tokens uni-
formly. This approach presupposes that every token conveys
an equivalent amount of information, neglecting the inherent
disparities among tokens within a sequence. A more intuitive
generative approach for humans would involve a progres-
sive hierarchy, commencing with overarching concepts and
gradually delving into finer details.

To address the aforementioned challenges, we introduce
a priority-centric motion discrete diffusion model (M2DM)



a person steps forward with left leg walking in a circle
counterclockwise motion swinging arms and returns back.

a person runs forward, then turns around and walks in the
opposite direction while swinging their right arm.

a man gets up from the ground, walks around in a circle
and then sits down on the ground again.

a man postures his arms like holding a dance partner and
dances the waltz from the right hand side to the left hand side.

Figure 1: Our Priority-Centric Motion Discrete Diffusion Model (M2DM) generates diverse and precise human motions given
complex textual descriptions. The color of human mesh goes from light to dark over time.

designed to generate motion sequences from textual descrip-
tions, progressing in a primary to secondary manner. Initially,
we employ a Transformer-based VQ-VAE, which is adept at
learning a concise, discrete motion representation through
the global self-attention mechanism. To circumvent code
collapse and guarantee the optimal utilization of each motion
token within the codebook, a regularization term is incor-
porated during the VQ-VAE training phase. Furthermore,
we craft a noise schedule wherein individual tokens within
a sequence are allocated varying corruption probabilities,
contingent on their respective priorities during the forward
process. Specifically, tokens of higher priority are slated for
corruption towards the latter stages of the forward process.
This ensures that the subsequent learnable reverse process ad-
heres to a primary-to-secondary sequence, with top-priority
tokens being reinstated foremost.

To discern the significance of motion tokens within a se-
quence, we introduce two evaluative strategies: static assess-
ment and dynamic assessment. 1) Static assessment: Draw-
ing inspiration from the neural language domain, where the
significance of individual words is gauged by their entropy
across datasets, we calculate the entropy of each motion to-
ken across the entire motion dataset. 2) Dynamic assessment:
We cultivate an agent specifically to dynamically gauge the
importance of tokens within a sequence. Given a discrete
motion token sequence, the agent masks one token at each
iteration. These masked token sequences are then fed into
the VQ decoder for continuous motion reconstruction. The
agent’s objective is to curtail the cumulative reconstruction
discrepancy between the original and the reconstructed mo-

tions at every phase. This is achieved using a reinforcement
learning [23] (RL) strategy, facilitating the agent’s identifi-
cation of motion tokens that convey minimal information
within a sequence—a process we term dynamic analysis.
Our priority-centric discrete diffusion model has showcased
commendable generative prowess, especially when dealing
with intricate textual descriptions. Through rigorous test-
ing, our method has proven its mettle, consistently matching
or surpassing the performance of prevailing text-to-motion
generation techniques on the HumanML3D and KIT-ML
datasets.
We summarize our contributions as follows:

* To capture long-range dependencies in the motion se-
quences, we apply Transformer as the architecture of
VQ-VAE. Besides, a regularization term is applied to
increase the usage of tokens in the codebook.

* We design a priority-centric scheme for human motion
generation in the discrete latent space. To enhance the
performance given complex descriptions, we design a
novel priority-centric scheme for the discrete diffusion
model.

* Qur proposed priority-centric M2DM achieves state-
of-the-art performance on the HumanML3D [16] and
KIT-ML [36] datasets.

2. Related Work

VQ-VAE. Vector Quantized Variational Autoencoder (VQ-
VAE) [46] aims to minimize reconstruction error with dis-



crete representations by training a variational autoencoder.
VQ-VAE achieves promising performance on generative
tasks, such as text-to-image generation [39, 52], music gen-
eration [7], unconditional image synthesis [9], etc. For mo-
tion generation tasks, most of the methods [17, 55] tokenize
the continuous motion representation by the 1D-CNN net-
work. Since the motion style varies from person to person
and the number of action combinations is almost infinite, it
is essential to extract discriminative and distinctive motion
features from the raw motion representations. Moreover, raw
motion representation is much more redundant compared
with neural language, it is feasible to represent a motion
sequence using few motion tokens from a global perspective.
To this end, we introduce a transformer-based VQ-VAE and
several techniques are applied to balance the usage of each
motion token in the codebook and prevent the codebook
from collapsing, i.e., only a small proportion of codes in the
codebook are activated.

Diffusion models. Diffusion generative models are first
proposed in [42] and achieve promising results on image
generation [8, 33, 21, 20, 50, 48, 53, 11, 10]. Discrete dif-
fusion model is first proposed by [42] and several works
[22, 14] apply the discrete diffusion model for text gener-
ation. D3PM [3] then applies the discrete diffusion model
to the image generation task. For motion generation tasks,
several works [24, 56, 44, 5] introduce diffusion models to
generate diverse motion sequences from textual descriptions.
In this work, we first introduce the discrete diffusion model
for text-to-motion generation tasks which achieves promis-
ing results, especially for long text descriptions with several
action commands.

Conditional human meotion synthesis Compared with
unconditional Human motion synthesis, human motion syn-
thesis conditioned on various conditions, such as textual
description [55, 17, 5, 56], music [27, 28, 29, 13], and ac-
tions [34, 18] is more challenging due to the huge gap be-
tween two different domains. A common strategy of con-
ditioned human motion synthesis is to employ generative
models, for instance, conditional VAE [26], and learn a latent
motion representation. Text-to-motion task is more challeng-
ing because neural language is a type of information highly
refined by human beings, whereas human motion is much
more redundant. Most recently, several promising works
[5, 16, 17, 56, 55] are proposed for text-to-motion tasks.
T2M-GPT [55] and TM2T [17] regard the text-to-motion
task as a translation problem. They first train a VQ-VAE
[46] to tokenize the motion sequences into motion tokens,
and Recurrent Neural Networks (RNN) [32], Transformer
[47, 51, 49, 41, 40, 54], or GPT-like [38] models are fur-
ther applied to ‘translate’ textual descriptions to motions.
Moreover, diffusion-based [20] models are introduced for

text-to-motion generation by [56, 6, 44, 5] in the contentious
space. In this work, to the best of our knowledge, we are the
first ones to diffuse the motion representation in the discrete
latent space. Moreover, we notice that different motion clips
in a whole motion sequence play various roles, for instance,
stepping forward is more important than swinging arms for
a running motion. We further design a diffuse schedule
such that the generation process follows a from-primary-to-
secondary manner.

3. Method
3.1. Motion Tokenizer

The motion tokenizer aims to learn a codebook that can
represent a wide range of motion sequences with the priority
awareness of motion tokens. To achieve this, we propose
a transformer-based VQ-VAE that leverages self-attention
to capture long-range dependencies between motion frames
and learns a stable and diverse codebook.

Fig. 2 shows the overview of our motion tokenizer. Given
a motion sequence X € RT*? with T frames and d di-
mensional motion representation, we reconstruct the motion
sequence using a transformer autoencoder and learn an in-
formative codebook Z = {zk}iil with K entries. We use
the transformer encoder F' to compute the latent motion fea-
tures b = {bt}tT:1 e RT*4 where d' is the dimension of
the latent features. Then for each feature by, we query the
codebook Z by measuring the distance between feature b,
and each entry in the codebook Z. To improve the code-
book usage and avoid dead codes, we first normalize b; and
z; and then measure the Euclidean distance between two
normalized vectors in the unit sphere coordinate, which is
formulated as:

by = arg min ||¢2(b;) —fg(zk)H;, (1)
b.cb
where /5 is the [5 normalized function.
The standard optimization goal consists of three parts: the
reconstruction loss, the embedding loss, and the commitment
loss, which is formulated as

~ 112 ~
L, :HX—XH 11Z = sql 21|12
q i -wlZIg
+nllsg[Z] — Z|}3.

Moreover, to achieve an informative codebook with di-
verse and high usage of its entries, we apply an orthogonal
regularization. Specifically, we calculate the distance be-
tween each pair of codebook entries to enforce orthogonality
among all the codebook entries:

Loren(Z) = |[02(2)Tt2(2) — Ik|];. 3)

where L5 is the I3 normalized function.
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(a) Motion Tokenizer

(b) Priority-Centric Motion Discrete Diffusion Model #: [PAD] or [MASK] token

Figure 2: Overview of our framework for our Motion Discrete Diffusion Model (M2DM). M2DM consists of a Transformer-
based VQ-VAE (Sec. 3.1) and a discrete diffusion model (Sec. 3.2). Firstly, the Transformer-based motion tokenizer is
learned to discretize motion sequences into tokens and reconstruct original motion sequences from tokens queried from the
learnable codebook. Then the discrete diffusion model is learned to generate diverse motions conditioned on the textual
descriptions. Two priority assessment strategies (Sec. 3.3) are applied to mask or replace motion tokens with less information
at the beginning of the forward diffusion process and the most important motion tokens are corrupted in the last few diffusion
steps. The diffusion model learns to restore the original motion token index conditioned on the given textual descriptions.

Therefore, the overall training objective of vector quanti-
zation is defined as follows:

2
— Y _ 71112
Log = ||X = X[, +112 = sg121113 @

+0llsg(Z2] = 2[5 + 6 Loren(Z),

where X = D(b), D is the decoder, sg[-] denotes the stop-
gradient operation, 7) and ¢ are the weighting scalars.

3.2. Discrete Diffusion Models

Generally speaking, the forward discrete diffusion pro-
cess corrupts each element x; at timestep ¢ with K cat-
egories via fixed Markov chain ¢(z¢|x;—1), for instance,
replace some tokens of x;_; or mask the token directly.
After a fixed number of T timesteps, the forward pro-
cess yields a sequence of increasingly noisy discrete to-
kens zi, ..., zp of the same dimension of zy and zp be-
comes pure noise token. For the denoising procedure, the
real x is restored sequentially based on the pure noisy to-
ken zp. To be specific, for scalar random variable with
K categories ry,x:—1 € 1,...K, the forward transition
probabilities can be represented by the transition matrices
Qi = q(x = ilzyy = j) € REFDXEFD Q1 5 is
the Markov transition matrix from state ¢ to state ¢t — 1 that is
applied to each token in the sequence independently, which

can be written as:

a + B B B 0
By o + By B 0

Q, = Bt Bt oy + By 0 . (3
" " o

where oy € [0, 1] is the probability of retaining the token, ;
is the probability of replacing the original token to [MASK]
token, leaving the probability 8; = (1 — a; — )/ K to
be diffused. The forward Markov diffusion process for the
whole toke sequence is written as,

q(xi|zi—1) = Cat(z;p = 2,1Q;) = ¢, Quxi—1, (6)

where z is the one-hot row vector identifying the token index
and Cat(x; p) is a categorical distribution over the one-hot
vector x; with probabilities p.

Starting from the initial step x(, the posterior diffusion
process is formulated as:

Q($t|fl3t71, wO)Q(a:tfl, 930)
q(z¢|wo)
(wTQthtfl)(w;fﬂQtfle)

B thT tho

Q(ﬂft—1|wt,$o) =

(7

with Q = Q,Q, ... Q,.
Recording to Markov chain, the intermediate step can be
marginalized out and the derivation of the probability of x;



at arbitrary timestep directly from x can be formulated by
q(@i|zo) = 2/ Qao. ®)

The cumulative transition matrix Q and the probability
q(x¢]xp) are then computed as

Qxo = aywo + (7 — By)m + By )

where m is the one-hot vector for MASK] and [PAD], &, =
[Ty ey = 1=TTicy (1=7), and B; = (1—a,—5) /K.

Regarding the reverse diffusion process, we train a
transformer-like [47] denoising network pg(x:—1|x:, y) to
estimate the posterior transition distribution q(@:—1|xs, 20).
The network is trained to minimize the variational lower
bound (VLB) [42]:

Lyrp =Eq[Dkr(q(xr|zo) || polzr))]
T
+ Eq[z Drr(q(@i-1|ms, o) || po(Ti—1]xe,1))]
t=2
— log pg(xo|x1)
(10)
where E,[-] denotes the expectation over the joint distribu-
tion q(iL'();T).

3.3. Priority-Centric Denoising Process

The designation of the noise schedule in the continuous
domain, for instance, the linear schedule [20] and the co-
sine schedule [33], achieves the excellent performance of
diffusion models. The noise can be easily controlled by the
variation of Gaussian noise. For the discrete diffusion mod-
els, several noise schedules [22, 3] have been explored to
control the data corruption and denoise the reverse process
by choosing the transition matrix Q,. For text-to-motion
generation, however, such a schedule assumes all motion
tokens carry the same amount of information and do not
consider the difference among the discrete tokens extracted
from the continuous motion sequence. Intuitively, the motion
generation process would be in a progressive manner, where
the most important motion tokens should appear in earlier
steps for laying a solid foundation when denoising the noise
in the discrete domain.

Specifically, we apply the mask-and-replace strategy in
Eq. (5) to corrupt each ordinary discrete token with a prob-
ability of ~; for masking [MASK] token and a probability
of f3; for uniform diffusion to a random token x, resulting
in a remaining probability of a; = 1 — K3, — -y, for re-
tention. When corrupting across the forward process in the
discrete domain, we expect that @% < d{ if token x; is more
informative than x; such that the tokens with high informa-
tion emerge earlier than less informative motion tokens in
the reverse process. Instead of using a normal corruption
strategy with linearly increasing 7; and (3;, we propose a

priority-score function F' to assess the relative importance of
information for a motion token sequence, which enables the
recovery of the most informative tokens during the reverse
process.

Given an original motion token sequences xg at timestep
0 with length N, we aim to analyze the importance of each
token z}, in xo. Based on the information entropy theory, we
calculate the information entropy for each motion token z})
as the importance score

i NH(%)
F(zy) = =—v—— > (a1
YN H ()
where
K
H(z) == p(x;)logp(z;), (12)
=1

and K denotes the number of categories belonging to x;.

After obtaining the importance score function and setting
linearly increasing schedule 4} and /3! for all tokens, 7} and
BB for specific token ) can be further updated by

. ot i
% 7 -sin o F(eh), (13)
and
_. —. . tm .
5 <:ﬂl~smT - F(x4), (14)

where ) is the i-th token at timestep 0.
Now we introduce two solutions for obtaining p(x;).

Static assessment. Analogously to computing the entropy
for each word in natural language processing, we estimate
the probability p(z;) for each motion token by counting its
frequency in the quantized motion sequences over the entire
dataset.
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Figure 3: Illustration for dynamic assessment strategy. The
gray blocks are masked tokens and other colorful blocks are
motion tokens.



Dynamic assessment. Rather than counting motion token
frequency and calculating the importance of each token, we
further propose to learn an agent to estimate the importance
of each token in the token sequences by reinforcement learn-
ing strategy. As shown in Fig. 3, given a series of complete
motion tokens & = {x,,}_, that are queried from the code-
book at current state s; € S, the scorer samples the motion

tokens & = {,,})_, and tries to minimize the reconstruc-
tion error between the original motion sequences m and the
motion sequences decoded from the sampled tokens 1.

State includes the currently selected motion tokens & =

{xn}szl, the complete motion tokens = {:z:n}fj:l, and

the corresponding reconstructed continuous motions 1m and
m. The reconstructed continuous motion sequences 1m and
m are obtained by decoding the motion tokens by VQ de-
coder. The action is to sample one motion token from the
complete motion token sequence at each stage. To be spe-
cific, given a motion token sequence, the agent 7y (a;|s;)
tries to sample a motion token that can recover the contin-
uous motion sequences with the minimum reconstruction
error. The reward measures the reconstruction difference
between m and m with the minimum sample times.
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Figure 4: Priority-centric denoising schedule for motion
tokens.

After the agent is well-trained, we calculate and restore
the sampling order for each motion token sequence by the
agent 7y(a;|s;) and compute the noise schedule for each
motion token in the codebook by Eq. (13) and (14). Fig. 4
shows the noise schedule for different motion tokens w.rt.
the corresponding priorities. As shown in Fig. 4, high-
priority tokens (orange and green curves) are encouraged
to be corrupted at the end of the forward process such that
the learnable reverse process follows a primary-to-secondary
manner and high-priority tokens will be restored first. It is
worth noting that both strategies are applied to design noise
schedules for each token, which can be calculated and stored
in advance such that the agent will not join the forward and
reverse diffusion processes. Thus, there is no extra compu-
tational cost for the diffusion model during the training and
inference stages.

4. Experiments
4.1. Datasets and Evaluation Metrics

Our experiments are conducted on two standard text-
to-motion datasets for text-to-motion generation: Hu-
manML3D [16] and KIT-ML [36]. We follow the evaluation
metrics provided in [16].

HumanML3D. HumanML3D [16] is currently the largest
3D human motion dataset that covers a broad range of daily
human actions, for instance, exercising and dancing. The
dataset contains 14,616 motion sequences and 44970 text
descriptions. The motion sequences are processed to 20
frame-per-second (FPS) and cropped to 10 seconds if the
motion sequences are longer than 10 seconds, resulting in
duration ranges from 2 to 10 seconds. For each motion clip,
the corresponding number of descriptions is at least three.

KIT Motion-Language (KIT-ML). KIT-ML dataset [36]
contains 3,911 3D human motion clips with 6,278 text de-
scriptions. For each motion clip, one to four textual de-
scriptions are provided. The motion sequences are collected
from the KIT dataset [31] and the CMU dataset [ 1] with the
down-sampled 12.5 FPS.

Both of the aforementioned datasets are split into training,
validation, and testing datasets with the proportions of 80%,
5%, and 15%.

Implementation details. Both our VQ-encoder and de-
coder consist of 4 transformer layers with 8 heads and the di-
mension is 512. For the HumanML3D [16] and KIT-ML [36]
datasets, the motion sequences are cropped to 64 frames for
training. We apply Adam with 5; = 0.9, f2 = 0.999,
weight decay is 1le-4. The learning rate is le-4 after warmup
linearly for 5 epochs. The number of tokens in the codebook
is 8192. We train our VQ-VAE with a batch size of 1024
across 8 Tesla T4 for a total 100 training epochs for 8 hours.

For the discrete diffusion model, we set timesteps 1" =
100 and the network is trained using Adam [25] with 51 =
0.9, B2 = 0.999. The learning rate reaches 2e-4 after 2000
iterations of a linear warmup schedule. The transformer-
based discrete diffusion model consists of 12 transformer
layers with 8 heads, and the dimension is 512. The text
features are extracted by pre-trained CLIP [37] model. The
diffusion model is trained with a batch size of 64 across 8
Tesla T4 for 100k iterations for 36 hours.

Evaluation metrics. Following the evaluation protocols
provided in previous works [16, 55, 44, 5], we evaluate the
correspondences between motion and language using deep
multimodal features with the pre-trained models in [16] by
the following metrics: 1) Generation diversity: We randomly



R-Precision 1

Methods Top-1 Top-2 Top-3 FID | MM-Dist | Diversity - MDModality 1
Real motion 0‘511:!:4003 0.703j:4003 0 797j:.002 0 002i.000 2.974:‘:4008 9.503j:.065 B
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Hier [12] 0.301%F:002 0.425%092 5525001 6.532%024 50125018 g.339%04 -
MoCoGAN [ ] 0.037:*:4000 0.072:&4001 0.106:&.001 94.41:!:.021 9.643:\:4006 0.462:&.008 0.019:‘:4000
Dance2Music [27] 0.033F000 (. 065%001  (.097+001  66.98F 016 8116F006 725011 43%001
TM2T [17] 0.424%003 6185008 0.720%002 1 5015017 3467501 8589F 070 2.424%093
Guo et al. [16] 0455003 06365008 07365002 1.087F0%1  3.3475008 91755083 9 919E 0T
MDM [44]8 - - 0.611%5007 0,544 0% 55665027 95595086 2799072
MotionDiffuse [56]% 0.491F001 (681001 () 789%001 (630001 3 113+:001 g 410F049 1 553042
T2M-GPT [55] 0.492%+:003 () g79%002 (0 775£002 () 141+:005 3 191+009 g 799%082 1 g31+.048
MLD [ ] 0.4811003 0.6731.003 0'7721.002 0_4731.013 3.1961010 9.7241.082 2.4131.079
M2DM (Ours) w. linear schedule 0.452%003 (0 g78%+:002 () 752+:003 () 417004 3 147H008 g 979089 3 5GoE.071
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§ reports results using ground-truth motion length.

Table 1: Comparison with the state-of-the-art methods on HumanML3D [16] test set. The evaluation metrics are evaluated

by the motion encoder from Guo et al. [

sample 300 pairs of motions from the motion pool and ex-
tracted the selected motion features by the extractor provided
by [16]. Euclidean distances of the motion pairs are com-
puted for measuring the motion diversity. 2) R-Precision:
Provided one motion representation and 32 textual descrip-
tions, the Euclidean distances between the description fea-
ture and each motion feature in the candidates are calculated
and ranked. Top-k (k = 1,2, 3) average accuracy of motion-
to-text retrieval is reported. 3) Frechet Inception Distance
(FID) [19]: FID is the principal metric to evaluate the feature
descriptions between the generated motions and the ground-
truth motions by the feature extractor [16]. 4) Multimodal
Distance (MM-Dist): MM-Dist measures the average Eu-
clidean distances between each text feature and the generated
motion feature. 5) MModality measures the generation di-
versity within the same textual descriptions. Please refer to
the supplementary material for a detailed introduction.

4.2. Comparisons with state-of-the-art approaches

We compare our methods with other state-of-the-art meth-
Ods [ £ ’ ’ ’ £ £ £ 9 ) ) ) ] on the Hu_
manML3D [16] and KIT-ML [36] datasets.

Quantitative comparisons. For each metric, we repeat
the evaluation 20 times and report the average with 95%
confidence interval, followed by [16]. Most of the results
are borrowed from [55]. Tab. 1 and Tab. 2 summarize the
comparison results on the HumanML3D [16] and the KIT-
ML [36] datasets, respectively. Firstly, the metrics scores for

]. The right row — means the closer to the real motion the better.

our reconstruction motion achieve close performance com-
pared with real motion, which suggests the distinctive and
high-quality discrete motion tokens in the codebook learned
by our Transformer-based VQ-VAE. The performance of
our VQ-VAE degrades when the normalized function ¢4 and
the orthogonal regularization term L}, are removed. For
text-to-motion generation, our approach achieves compatible
performance (R-Precision, FID, and MModality) compared
to other state-of-the-art methods. Moreover, compared with
MDM [44] and MotionDiffuse [56] which evaluate their per-
formance with the ground-truth motion lengths, our model
can generate motion sequences with arbitrary lengths condi-
tioned on the given textual descriptions since the [MASK]
and [PAD] tokens are introduced in the discrete diffusion
process.

Furthermore, we conduct more experiments to evaluate
the generation performance conditioned on different lengths
of textual descriptions. The testing dataset is split into three
parts according to the length of the textual descriptions: less
than 15 words, between 15 words and 30 words, and more
than 30 words. Tab. 3 shows the quantitative results on
the aforementioned three sub-sets. Both TM2T [17] and
MLD [5] suffer degradation when the textual descriptions
are long and complex, especially the descriptions are more
than 30 words. Our method significantly outperforms the
other two methods with various metrics and there is not
much degradation when the descriptions are more complex.
The quantitative results demonstrate the effectiveness of our
proposed primary-to-secondary diffusion manner.



R-Precision 1

Methods Top-1 Top-2 Top3 FID | MM-Dist | Diversity - MDModality 1
Real motion 0.424%005 (649006 ( 779+006 (031004 9 7gg+012 77 (ogE-097 -

Our VQ-VAE (Recons.) 0.4171004 06217003 (. 741F006 (4138009 9 779+018 10 Q51105 -
Seq2Seq [30] 0.103F003  (0,178%005 9 941+:006 94 86348 7960031 ¢ 744F106 -
Language2Pose [2] 02214005 (0,373%5:004 (483005 ¢ 5454072 5 1474030 g 734100 -
Text2Gesture [4] 0.1561004 (2554004 (338005 19 19+183 G g64+:029 g 334%079 -
Hier [12] 0.255+006 (0 432%F007 () 531+:007 5 903107 4 986+027 9 563% 072 -
MoCoGAN [45] 0.022%:092 00427003 0,063%003  82.69%242  10.47F012  3,091F043  (.250%009
Dance2Music [27] 0.031%F092  0.058F002  086F 003 115.4%240  10.40%016  .241F004 g 062E 002
TM2T [17] 0.280%095  (0.463F006 (0 587E005 3 599+153 4 59 #0269 473+ 1T 3 999+ 081
Guo et al. [16] 0.361F996  (.559%:007 (681007  3022%F107  3.488+:028 10 72145 9 59%107
MDM [44]¢ - - 0.396%004  (.497+:021 9 191%022  10g47E109 1 go7E214
MotionDiffuse [56]% 0.417%:004 6215004 739+004 1 g54+.062 9 g5g+.005 17 10143 (730013
T2M-GPT [55] 0.416F006 (627006 (745006 (5144029 3 07+-023  10.921F108 1 570*039
MLD [5] 0.390%09%  0.609F003  (.734F002  (.404%-013  3.204+010 10 g+ 082 2.192+:079
M2DM (Ours) w. linear schedule 0.405F003  (.629+-005 (739004 502+:049 3 12+:015 11 3754079 3 973+.045

M2DM (Ours) w. static assessment 0.417£:006  (0,625%5003 (0, 741F006  ( 501+:041 3 04+ 018 17 373081 3 397031
M2DM (Ours) w. dynamic assessment ~ 0.416%004  0,628+:004 (7435004 (0 515+029 3158017 17 477+97 3.325%37
§ reports results using ground-truth motion length.
Table 2: Comparison with the state-of-the-art methods on KIT-ML [36] test set. The evaluation metrics are evaluated by
the motion encoder from Guo et al. [16]. The right row — means the closer to the real motion the better.

T™M2T MDM T2M-GPT MLD Ours

a person grabs something, turns around, walks forward, squats, stands up, walks forward, squats and stands up again.

48 ¥

a person puts both hands by their face in a defensive stance, then kicks with their right foot.

-

s Bk &

a person jumps and turns around in the air to face behind him.
F 3

b 14 M 11

a person walks forward briskly, crouches and lifts an object with both hands, puts the object down in a higher position, then stands up and turn nght

a person takes something, put it down and throws something.

Figure 5: Qualitative comparison of the state-of-the-art methods on the HumanML3D [16] dataset. We compare our generations
with TM2T [17], MDM [44], T2M-GPT [55], and MLD [5]. The color of human mesh goes from light to dark over time.

Qualitative comparisons. Fig. 5 qualitatively compares tual descriptions consist of several complex commands. For
the generated motions from the same textual descriptions. example, the first row in Fig. 5 shows the generation results
Most of the methods suffer from motion freezing if the tex- from a long textual description with various duplicate action



R-Precision
Top-T Top-2 Top-3

Text Length  Methods FID | MM-Dist | Diversity -+ MModality 1

TM2T [17] 0424003 6185003 . 799E002 1 51 01T g gG7EONL g 580076 g 494093
Al DL e o T i
M2DM (Ours)  0.497%0%  0.6825002 07635009 0.352500% 31345010 9.9962078 3 587+072
3 TM2T [17] 0.4335003 6275003 (7385003 1 509017 3 4q6E 008 g G7TEOTT 9 590+0%1
<ISwords 01025008 (.G85 000 (' 770E008 0 4GoE 01 5 10 E0I g 770E0I0 5 pgak.0se
M2DM (Ours)  0.508%0%3  0,6855:003  .7675001 (3475015 31298013 9.9158068 3 504077

TM2T [17] 0.409509%  0.5965002  0.708%09% 14255010 3 5085007 g gp+-05!

15-30words \py iy 59 0406590 0,502 00 0,701 0.480%0%0 3501020 9,080% 053

M2DM (Ours)  0.49359%%  (.681+5001  .761%001  (.353+031 31355010 9.gog+073

©30words  TM2TL] 0.353509 0536509 0.650% 07 1.779%%%0 3577 7A1E0
> 50 words MLD [5] 0.280F010 4661012 (581F015 () gq7+-066 8.347%:100 2.916%063
M2DM (Ours)  0.491%0%4  0,677+:004 (7585004 (356038 9.930+05% 3585507

Table 3: Comparison with the state-of-the-art methods
on HumanML3D [16] test set. The evaluation metrics
are evaluated by the motion encoder from Guo et al. [16].
The right row — means the closer to the real motion the
better. The first three rows are the evaluation results on the
whole testing dataset. The rest are the evaluation results
from textual descriptions with different lengths.

commands. MDM [44] and MLD [5] generate fewer se-
mantic motions compared with the given description. With
the help of compact discrete motion tokens, TM2T [17]
and T2M-GPT [55] achieve better results compared with
MDM [44] and MLD [5]. Our motion generation results
conform to the textual descriptions and exhibit a high degree
of diversity compared with other state-of-the-art methods,
which validates the efficacy of our proposed method.

4.3. Ablation studies

We delved into the significance of various quantization
techniques, as delineated in the initial four rows of Tab.1.
The findings indicate that a rudimentary Transformer-based
VQ-VAE struggles to reconstruct credible motion sequences,
primarily due to the limited efficacy of the codebook. How-
ever, the incorporation of the 5 norm and L}, ensures that
each motion token acquires a distinct motion representation.
We further scrutinized the utilization of each motion token
on the HumanML3D [16] test set, with the outcomes de-
picted in Fig.6. As evidenced by Fig.6a and 6b, both the
vanilla CNN-based VQ-VAE and Transformer-based VQ-
VAE grapple with sub-optimal codebook usage. This is
because the tokens in the codebook aren’t inherently driven
to develop a distinguishing motion representation. Yet, with
the aid of the ¢ norm and L}, there’s a marked surge in
the codebook token utilization. Moreover, when juxtaposing
the codebook usage in Fig.6c with that in Fig.6d, the latter
exhibits a more equitably distributed frequency, attributable
to the orthogonal regularization term L, -

5. Conclusion

In this study, we introduced the priority-centric motion
discrete diffusion model (M2DM) tailored for text-to-motion
generation. Our model excels in producing varied and life-
like human motions, aligning seamlessly with the input text.
This is achieved by mastering a discrete motion representa-
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Figure 6: Codebook usage for different training strate-
gies on HumanML3D [16] test set. We train our VQ-VAE
(Reconstruction) with different training streategy on the Hu-
manML3D [16] dataset.

tion through a Transformer-based VQ-VAE and implement-
ing a priority-informed noise schedule within the motion
discrete diffusion framework. Additionally, we unveiled two
innovative techniques for gauging the priority or significance
of each motion token. Experimental evaluations across two
datasets underscore our model’s competitive edge, outpacing
existing methodologies in R-Precision and diversity, particu-
larly with intricate textual narratives.
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