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Abstract

Despite significant progress in single image-based 3D
human mesh recovery, accurately and smoothly recovering
3D human motion from a video remains challenging. Ex-
isting video-based methods generally recover human mesh
by estimating the complex pose and shape parameters from
coupled image features, whose high complexity and low rep-
resentation ability often result in inconsistent pose motion
and limited shape patterns. To alleviate this issue, we in-
troduce 3D pose as the intermediary and propose a Pose
and Mesh Co-Evolution network (PMCE) that decouples
this task into two parts: 1) video-based 3D human pose esti-
mation and 2) mesh vertices regression from the estimated
3D pose and temporal image feature. Specifically, we pro-
pose a two-stream encoder that estimates mid-frame 3D pose
and extracts a temporal image feature from the input image
sequence. In addition, we design a co-evolution decoder
that performs pose and mesh interactions with the image-
guided Adaptive Layer Normalization (AdaLN) to make pose
and mesh fit the human body shape. Extensive experiments
demonstrate that the proposed PMCE outperforms previous
state-of-the-art methods in terms of both per-frame accu-
racy and temporal consistency on three benchmark datasets:
3DPW, Human3.6M, and MPI-INF-3DHP. Our code is avail-
able at https://github.com/kasvii/PMCE.

1. Introduction

Recovering 3D human mesh from an image or a video
is an essential yet challenging task for many applications,
such as human-robot interaction, virtual reality, and motion
analysis. The challenges of this task arise from the 2D-to-3D
ambiguity, cluttered background, and occlusions. Recently,
many studies [8, 13, 16, 19, 22, 34] have been proposed to
recover the 3D human mesh from a single image, which can
generally be categorized into RGB-based methods and pose-
based methods. RGB-based methods predict human mesh
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Figure 1: Comparison with video-based 3D human mesh
recovery methods upon accuracy (MPJPE ↓) and temporal
consistency (acceleration error ↓) on 3DPW [42] (left) and
Human3.6M [12] (right) datasets.

end-to-end from image pixels, typically predicting the pose
and shape parameters of the parametric human model (e.g.,
SMPL [27]) to generate the 3D human mesh. However,
the representation ability of the parametric model is con-
strained by the limited pose and shape space [18, 19]. To
overcome this limitation, non-parametric approaches have
been proposed to predict the 3D coordinates of mesh ver-
tices directly, which generally use Graph Convolutional Net-
works (GCNs) [8, 44] or Transformers [5, 24, 54] to capture
the relations among vertices. In contrast, pose-based meth-
ods leverage 2D pose detectors [4, 37] as the front-end to
recover human mesh from the detected 2D poses. With the
significant advancements in 2D pose detection, pose-based
methods have become increasingly robust and lightweight,
making them popular for real-world applications [54].

Despite the significant progress in single-image 3D hu-
man mesh recovery, these methods still struggle to capture
temporally consistent human motion from videos. To solve
this problem, several works [7, 15, 28, 45] extend single
image-based methods to video cases. They use a pre-trained
Convolutional Neural Network (CNN) [17] to extract static
features for each frame, then train a temporal network to pre-
dict SMPL parameters. Although these video-based methods
significantly improve the temporal consistency of 3D human
motion, there exists a trade-off between per-frame accuracy
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and motion smoothness for the following two main reasons:
1) The highly coupled image feature. The extracted image
features in deep CNN layers are low-resolution and tightly
coupled [39], which inevitably discard the spatial informa-
tion in the image [43]. 2) The limited representation ability
of the parametric human model. The SMPL model repre-
sents pose using 3D rotation, which might face periodicity
and discontinuity issues [18], making pose prediction in
videos more challenging. Besides, the local and swift mesh
deformations described by the shape parameters are difficult
to learn.

In recent years, video-based 3D human pose estimation
from the detected 2D poses has achieved high pose accuracy
and motion smoothness [21, 53], which inspires us that the
skeleton sequence contains sufficient spatial and temporal
pose information of human motion. But for the mesh recov-
ery task, detailed shape information is needed, which can
be acquired from the image features. Based on the above
observations, we propose the Pose and Mesh Co-Evolution
network (PMCE) to recover 3D human mesh from videos
in a non-parametric way. We decouple the 3D human mesh
recovery task into two consecutive parts: 1) video-based 3D
pose estimation and 2) mesh vertices regression from 3D
pose and image feature, where the latter is the focus. Specif-
ically, in the first part, we propose a two-stream encoder.
One stream takes a 2D pose sequence detected from input
images to estimate the mid-frame 3D pose, and the other
stream takes static image features extracted from images
and aggregates them for a temporal image feature. In the
second part, we design a co-evolution decoder that performs
pose and mesh interactions with an image-guided Adaptive
Layer Normalization (AdaLN). AdaLN adjusts the statisti-
cal characteristics of joint and vertex features to make the
pose and mesh better fit the human body shape. As shown
in Figure 1, compared to previous video-based methods,
PMCE achieves better performance in terms of per-frame
accuracy and temporal consistency on 3DPW [42] and Hu-
man3.6M [12] datasets.

In summary, our contributions are as follows:
• We propose a Pose and Mesh Co-Evolution net-

work (PMCE) for recovering 3D human mesh from
video. It decouples the task into two parts: video-based
3D pose estimation, and mesh vertices regression by
image-guided pose and mesh co-evolution, achieving
accurate and temporally consistent results.

• We design the co-evolution decoder that performs pose
and mesh interactions guided by our proposed AdaLN.
AdaLN adjusts the statistical characteristics of joint and
vertex features based on the image feature to make them
conform to the human body shape.

• Our method achieves state-of-the-art performance on
challenging datasets like 3DPW, reducing MPJPE by
12.1%, PVE by 8.4% and acceleration error by 8.5%.

2. Related Work
Estimating 3D human pose from monocular video. Bene-
fiting from the advance of 2D pose detection, video-based
3D human pose estimation often takes a 2D pose sequence
detected from images by an off-the-shift 2D pose detec-
tor to estimate the 3D pose. Recent years have witnessed
the development of video-based 3D human pose estimation.
Several methods have been proposed to explore spatial and
temporal pose information through Temporal Convolution
Networks (TCNs) [3, 26, 35, 50], and Transformer-based
networks [20, 21, 53, 55], resulting in an impressive perfor-
mance in terms of pose accuracy and motion smoothness.
The achievements in video-based 3D human pose estima-
tion demonstrate that the pose sequence contains sufficient
spatial and temporal information, which can be leveraged to
produce accurate and smooth 3D human pose motion.
Recovering 3D human mesh from a single image. 3D hu-
man mesh recovery aims to reconstruct 3D human pose and
shape from monocular images. Previous studies can be di-
vided into parametric methods and non-parametric methods.
Parametric methods adopt the pre-trained parametric human
model (e.g., SMPL [27]) and estimate the pose and shape
parameters to recover the human mesh. Early works [13]
directly predict the parameter from the input image, but it
is challenging to obtain accurate results. Recent works fur-
ther introduce human body information extracted from the
input image, such as 2D pose [34,49], human part segmenta-
tion [16, 33], silhouette [34, 49], and depth map [10, 47, 51],
then predict the SMPL parameters from them. However,
parametric methods are constrained by the limited pose and
shape representation space. To this end, non-parametric
methods are proposed that directly regress the mesh ver-
tices. They model the relations between mesh vertex by
GCNs [8, 18, 44] or Transformers [5, 23, 24], which produce
flexible human meshes. Although the single image-based
methods have achieved significant performance in accuracy,
it is hard for them to produce temporally consistent and
smooth 3D human motion when applied to video cases.
Recovering 3D human mesh from monocular video. Dif-
ferent from image-based methods, video-based methods aim
to produce accurate and temporally consistent human mesh
from video frames. Most methods [7, 14, 15, 28, 45] ex-
tract the static image feature vectors using a pre-trained
CNN [13] with global pooling operation and train the tem-
poral networks, such as 1D CNNs [14], Gated Recurrent
Units (GRUs) [7, 15, 28], and Transformers [45], to predict
the pose and shape parameters for human mesh represen-
tation. For larger receptive fields, some methods [39, 43]
take the image feature maps before the global pooling as
input. Sun et al. [39] disentangle the skeletons from the
image feature maps, and then aggregates per-frame skele-
ton and image feature vector by a bilinear transformation.
MAED [43] takes the image patch sequence as input and
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Figure 2: Architecture of the proposed PMCE. Given a video sequence, static image features are extracted by a pre-trained
CNN [17], and 2D poses are detected by an off-the-shelf 2D pose detector [4, 48]. The two-stream encoder leverages dual
parallel modules to generate a temporal feature and estimate the mid-frame 3D pose, respectively. Then, the co-evolution
decoder regresses the mesh vertices through the pose and mesh interactions guided by our proposed AdaLN, which makes the
pose and mesh fit the body shape.

uses a Transformer-based encoder-decoder framework to
predict SMPL parameters. Despite the promising results
of video-based methods, the low-resolution image features
in the deep CNN layers inevitably discard detailed spatial
information. Besides, their representation abilities are con-
strained by the limited parametric space, making it difficult
to learn the slight and swift human motion in pose and shape
domains. Therefore, existing video-based methods still strug-
gle to recover accurate and temporally consistent 3D human
mesh. In contrast, our method decouples this task into 3D
pose estimation and non-parametric mesh regression by pose
and mesh co-evolution, achieving better per-frame accuracy
and temporal consistency.

3. Method
The overall architecture of our proposed Pose and Mesh

Co-Evolution network (PMCE) is depicted in Figure 2,
which comprises two sequential steps: 1) video-based 3D
pose estimation and 2) mesh vertices regression from the 3D
pose and temporal image feature. The former focuses on the
human skeleton and predicts accurate and smooth human
motion in terms of the pose. The latter leverages visual cues
to supplement the information about the human body shape
that recovers accurate human mesh and refines the predicted
3D pose, achieving pose and mesh co-evolution. Specifically,
given an input video sequence V = {It}Tt=1 with T frames,
static image features F ∈ RT×2048 are extracted by a pre-
trained ResNet-50 [17], while 2D poses P2D ∈ RT×J×2

are detected using an off-the-shelf 2D pose detector [4, 48],
where J denotes the number of body joints. The two-stream

encoder applies dual parallel modules to generate a tem-
poral image feature and estimate the mid-frame 3D pose,
respectively. Then, the co-evolution decoder regresses the
coordinates of mesh vertices from the 3D pose and temporal
feature through pose and mesh interactions. Our proposed
Active Layer Normalization (AdaLN) guides the interactions
by adjusting the statistical characteristics of joint and vertex
features based on the temporal image feature to make pose
and mesh fit the human body shape. We elaborate on each
part in the following subsections.

3.1. Preliminary

We design our network based on Transformer to model
spatial-temporal pose relations and regress 3D human
meshes. Thus, we first provide an overview of the fun-
damental components within the Transformer [41], includ-
ing Multi-head Self-Attention (MSA), Multi-head Cross-
Attention (MCA), and Layer Normalization (LN).
MSA. The Transformer’s input tokens X ∈ Rn×d are lin-
early projected to quires Q ∈ Rn×d, keys K ∈ Rn×d and
values V ∈ Rn×d. The attention is calculated by the scaled
dot product, which can be formulated as follows:

Attention(Q,K, V ) = Softmax
(
QKT /

√
d
)
V, (1)

where n is the sequence length, and d is the dimension.
Q,K, V are then split into h heads, each performing scaled
dot-product attention in parallel. The final output is the
concatenation of h heads mapped by a linear projection



matrix W ∈ Rd×d, which can be expressed as:

MSA(Q,K, V ) = Concat (H1, H2, . . . ,Hh)W,

Hi = Attention (Qi,Ki, Vi) , i ∈ [1, . . . , h],
(2)

MCA. MCA has a similar structure to MSA. The difference
is that, in MCA, the query is projected from X , while key
and value are projected from another representation Y .
LN. LN [2] normalizes the activities of the neurons in a layer.
Given an input token feature x ∈ Rd, LN can be defined as
a linear function adjusted by two trainable parameters, i.e.,
scaling α ∈ Rd and shifting β ∈ Rd:

LN(x;α, β) = α⊙
(
x− µ(x)

σ(x)

)
+ β, (3)

µ(x) =
1

d

d∑
i=1

xi, σ(x) =

√√√√1

d

d∑
i=1

(xi − µ(x))
2
, (4)

where ⊙ is element-wise multiplication, µ and σ denotes
mean and standard deviation taken across the elements of
x, respectively. x is first normalized by µ and σ then scaled
and shifted by α and β.

3.2. Two-Stream Encoder

2D pose normalization by the full image. Previous meth-
ods [8, 13, 15, 16, 45] of 3D human mesh recovery typically
follow the top-down manner where the region of humans is
detected and cropped before being processed individually.
This manner is effective in reducing background noise and
simplifying feature extraction. However, the cropping op-
eration discards the location information in the full image,
which is essential to predict the global rotation in the original
camera coordinate system [22]. To compensate for the loss
of location information without introducing additional com-
putation, we normalize the 2D pose P2D ∈ RT×J×2 with
respect to the full image instead of the cropped region [8,54].
The 2D pose normalization is reformulated as:

P
2D

=
2×P2D

w
− [1,

h

w
], (5)

where w and h denote the width and height of the image,
respectively. P

2D ∈ RT×J×2 is the normalized 2D pose
sequence within the range of -1 to 1.
3D pose estimation stream. Our 3D pose estimation
stream is built upon the spatial-temporal Transformer (ST-
Transformer) [43,53], which is designed to estimate the mid-
frame 3D pose from the 2D pose sequence (the illustration
is provided in Sup. Mat. ). Given the normalized 2D pose
sequence P

2D
, we first project it to the high-dimensional

joint feature X ∈ RT×J×C1 with the feature dimension C1.

Secondly, we project the static image features F ∈ RT×2048

to F′ ∈ RT×C1 , and expand it to T × 1 × C1, then add
to the joint feature X. To retain the positional information
of spatial and temporal domains, we add the spatial embed-
ding and the temporal embedding of the joint sequence to
X. The ST-Transformer consists of L1 layers cascaded spa-
tial Transformer and the temporal Transformer. The spatial
Transformer aims to explore the spatial information among
joints, which calculates the similarities between joint tokens
in the same frame. Moreover, to capture the temporal rela-
tion among frames, the temporal Transformer reshapes the
joint feature X from (T × J × C1) to (J × T × C1). Thus,
the attention matrix is calculated by the similarities between
frame tokens of the same joint. Finally, we use a multi-layer
perceptron (MLP) to transform the dimension from C1 to
3 and fuse T frames to one to get the mid-frame 3D pose
P0 ∈ RJ×3.
Image feature aggregation stream. The image feature ag-
gregation stream aims to aggregate the static image features
of T frames to get a mid-frame temporal feature. Given
the static image feature sequence F ∈ RT×2048, we use a
bi-directional GRU [6] to capture the temporal information
by recurrently updating the features of neighboring frames.
After that, GRU yields an updated temporal image feature
f ∈ R2048 for mid-frame that aggregates the temporal infor-
mation of all T frames.

3.3. Co-Evolution Decoder

The co-evolution decoder is proposed to recover the plau-
sible human mesh in a non-parametric manner using the
3D pose P0, temporal image feature f , and coarse template
mesh M0 (provided by SMPL [27]) as input, as shown in Fig-
ure 2. The mid-frame 3D pose and temporal image feature
generated by the two-stream encoder provide complemen-
tary information on pose and shape, respectively. On the
one hand, the 3D pose focuses on skeletal motion, which
provides more precise and robust pose information than the
image feature. On the other hand, the image feature contains
visual cues, such as body shape and surface deformation,
which are not available in the sparse 3D pose. The comple-
mentary information on human pose and shape is crucial for
accurate 3D human mesh recovery. Furthermore, the body
shape information, serving as a prior, can also refine the
estimated 3D pose. Motivated by the above observation, we
propose a co-evolution block that performs pose and mesh
interactions with an Adaptive Layer Normalization (AdaLN).
AdaLN adaptively adjusts the statistical characteristics of
joint and vertex features based on the temporal image feature
that guides the pose and mesh to fit the human body shape.
Adaptive layer normalization. Inspired by the style transfer
task [11] that swaps style from a style image to a content
image in the feature space by transferring feature statistics,
we propose AdaLN to adaptively adjust the features of joints



and vertices towards the image feature f . Different from
LN [2], the scaling α and shifting β of AdaLN are generated
from the image feature. The formulation can be written as:

AdaLN(x, f) = α(f)⊙
(
x− µ(x)

σ(x)

)
+ β(f), (6)

α(f) = MLPα(f), β(f) = MLPβ(f), (7)

where α and β are linearly transformed from the image
feature f by two MLPs, respectively. AdaLN takes the token
feature x and image feature f as inputs and adjusts the mean
and standard deviation of x based on f , allowing x adaptively
matches to different f . In this way, the shape information
contained in the image feature can be injected into the joint
and vertex features, while preserving their spatial structure.
Co-evolution block. As shown in Figure 3, we design the
co-evolution block in a symmetric attention mechanism to
model the interactions of pose and mesh. The inputs are
the estimated pose P0 ∈ RJ×3, temporal image feature
f ∈ R2048, and coarse template mesh M0 ∈ RV ′×3 [27],
where V ′ = 431 denotes the vertex number of the coarse
mesh. The coordinate of each mesh vertex is reinitialized
to that of its nearest 3D joint in P0, where the distances
between joints and vertices are calculated from the template
3D pose and mesh [27]. We first linearly project the pose
joints and mesh vertices to high-dimensional features XP ∈
RJ×C2 and XM ∈ RV ′×C2 respectively, then add position
embedding to each other. Each feature is normalized by
AdaLN with the image feature f . After that, the vertex
feature (joint feature for another branch) serves as the query
Q, while joint feature (vertex feature for another branch) is
regarded as key K and value V . They are fed to MCA with
a residual connection to assist gradient propagation, which
can be formulated as:

XM→P = MCA(QP ,KM , VM ) +XP ,

XP→M = MCA(QM ,KP , VP ) +XM ,
(8)

where XM→P and XP→M are the cross-attention features
interacting between joint and vertex representations. Then,
the cross-attention features are merged by an MLP:

X ′
P = MLP (AdaLN (XM→P , f)) +XM→P ,

X ′
M = MLP (AdaLN (XP→M , f)) +XP→M .

(9)

Afterward, we perform self-interaction by MSA and MLP,
which can be expressed as:

X ′′
P/M = MSA

(
AdaLN

(
X ′

P/M , f
))

+X ′
P/M ,

Xout
P/M = MLP

(
AdaLN

(
X ′′

P/M , f
))

+X ′′
P/M ,

(10)

where X∗
P/M denotes X∗

P or X∗
M . The joint features

Xout
P ∈ RJ×C2 and vertex feature Xout

M ∈ RV ′×C2 are
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Figure 3: The co-evolution block is designed with a sym-
metric attention architecture to perform pose and mesh in-
teractions. The joint and vertex features are adjusted by the
AdaLN that guides pose and mesh to fit the human body
shape based on the image feature.

regressed to the output pose P ∈ RJ×3 and coarse mesh
M ′ ∈ RV ′×3 by MLPs, respectively. Then, we upsample
the coarse mesh M ′ to the original mesh M ∈ RV×3 by a
linear layer, where V = 6890. Finally, we add the vertex
residuals projected from the temporal image feature f by
MLPs to compensate for the mesh details that are lost during
upsampling operation, which can be written as:

M = Upsampling(M ′) +MLP2(MLP1(f)
T). (11)

3.4. Loss Functions

Following [8,54], the 3D pose estimation stream is trained
using the 3D joint loss Ljoint to supervise the intermediate
3D pose P0. Then the whole network is supervised by four
losses: mesh vertex loss Lmesh, 3D joint loss Ljoint, surface
normal loss Lnormal and surface edge loss Ledge. The final
loss is calculated as their weighted sum:

L = λmLmesh +λjLjoint +λnLnormal +λeLedge, (12)

where λm=1, λj=1, λn=0.1, and λe=20. More details
about the loss functions are in the Sup. Mat.

4. Experiments
4.1. Datasets and Evaluation Metrics

Datasets. Following previous works [7, 43, 45], we adopt
mixed 2D and 3D datasets for training. For 3D datasets,



Table 1: Evaluation of state-of-the-art methods on 3DPW, MPI-INF-3DHP, and Human3.6M datasets. All methods use
pre-trained ResNet-50 [17] as the backbone to extract static features except MAED [43]. ‘*’ represents using ViT [9] as the
backbone. Bold: best; Underline: second best.

Method 3DPW MPI-INF-3DHP Human3.6M
MPJPE ↓ PA-MPJPE ↓ PVE ↓ ACCEL ↓ MPJPE ↓ PA-MPJPE ↓ ACCEL ↓ MPJPE ↓ PA-MPJPE ↓ ACCEL ↓

HMMR (CVPR’19) [14] 116.5 72.6 139.3 15.2 - - - - 56.9 -
VIBE (CVPR’20) [15] 91.9 57.6 99.1 25.4 103.9 68.9 27.3 65.9 41.5 18.3
MEVA (ACCV’20) [28] 86.9 54.7 - 11.6 96.4 65.4 11.1 76.0 53.2 15.3
TCMR (CVPR’21) [7] 86.5 52.7 102.9 7.1 97.6 63.5 8.5 62.3 41.1 5.3
MAED* (ICCV’21) [43] 79.1 45.7 92.6 17.6 83.6 56.2 - 56.4 38.7 -
MPS-NET (CVPR’22) [45] 84.3 52.1 99.7 7.4 96.7 62.8 9.6 69.4 47.4 3.6

PMCE (Ours) 69.5 46.7 84.8 6.5 79.7 54.5 7.1 53.5 37.7 3.1

3DPW [42], Human3.6M [12], and MPI-INF-3DHP [29]
contain the annotations of 3D joints and SMPL parame-
ters. For 2D datasets, COCO [25] and MPII [1] contain
2D joint annotation with pseudo SMPL parameters from
NeuralAnnot [30]. For evaluation, we report the results on
Human3.6M, 3DPW, and MPI-INF-3DHP to quantitatively
compare with previous methods.
Metrics. We report results in the metrics of per-frame accu-
racy and temporal consistency. For accuracy evaluation, we
adopt the Mean Per Joint Position Error (MPJPE), Procrustes-
Aligned Mean Per Joint Position Error (PA-MPJPE), and Per
Vertex Error (PVE), which measure the errors between the es-
timated results and the ground truth in millimeter (mm). For
temporal evaluation, acceleration error (ACCEL) in mm/s2

is used to report the smoothness of human motion.

4.2. Implementation Details

Following previous video-based methods [7, 15, 45], we
set the sequence length T to 16 and use ResNet-50 pre-
trained in SPIN [17] as the static image feature extractor. For
2D pose detectors, we adopt CPN [4] for Human3.6M and
ViTPose [48] for 3DPW and MPI-INF-3DHP. The whole
training is divided into two stages, and both are optimized
by Adam. In the first stage, we train the 3D pose estimation
stream with a batch size of 64 and a learning rate of 5×10−5

for 30 epochs. In the second stage, we load the weights of the
3D pose estimation stream and train the whole model end-
to-end for 20 epochs with a batch size of 32 and a learning
rate of 5× 10−5. In the 3D pose estimation stream, we use
layer number L1 = 3 and feature dimension C1 = 256. In
the co-evolution block, we set layer number L2 = 3 and
feature dimension C2 = 64. The network is implemented by
PyTorch on one NVIDIA RTX 3090 GPU.

4.3. Comparison with State-of-the-Art Methods

Comparison with video-based methods. Table 1 compares
our method with the state-of-the-art video-based methods on
the 3DPW, MPI-INF-3DHP, and Human3.6M datasets. The
results show that our method outperforms previous video-
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Figure 4: Comparison of the acceleration errors for VIBE,
MEVA, MAED, and our PMCE.

based methods, bringing improvements by 12.1% (from 79.1
mm to 69.5 mm), 4.7% (from 83.6 mm to 79.7 mm), and
5.1% (from 56.4 mm to 53.5 mm) on the three datasets in
the metric of MPJPE. Although MAED also makes great
progress, it trains ViT [9] as the backbone and takes more
fine-grained feature maps, which is training time-costing and
memory-intensive [7]. In contrast, other methods [7, 15, 45]
and our PMCE use ResNet-50 pre-trained by SPIN [17] to
extract static feature vectors. Moreover, MAED has a trade-
off between per-frame accuracy (PA-MPJPE) and temporal
consistency (ACCEL). Specifically, when MAED reduces
PA-MPJPE by 1 mm, it increases ACCEL by 11.1 mm/s2

compared to our PMCE on 3DPW. To further evaluate the
temporal consistency, Figure 4 compares the acceleration
errors on the sequence ‘courtyard drinking 00’ of 3DPW.
Previous methods [15,28,43] reveal large acceleration errors,
representing unsmooth and unstable motion estimations. In
contrast, our method has relatively low acceleration errors,
indicating the temporal consistency of our predictions. Over-
all, our method can estimate accurate and smooth 3D human
motion from a video. The results demonstrate that first us-
ing the skeleton sequence to explore spatial-temporal pose
information and then regressing the mesh vertices by inter-
acting pose and shape information can effectively achieve
per-frame accuracy and temporal consistency.



Table 2: Comparison with single pose-based methods. All
methods are not trained on 3DPW.

Method 3DPW
MPJPE ↓ PA-MPJPE ↓ PVE ↓ ACCEL ↓

PQ-GCN (TCSVT’22) [44] 89.2 58.3 106.4 -
Pose2Mesh (ECCV’20) [8] 88.9 58.3 106.3 22.6
GTRS (ACM MM’22) [54] 88.5 58.9 106.2 25.0

PMCE (Ours) 81.6 52.3 99.5 6.8

Table 3: Ablation study for the designs of 3D pose estimation
stream on Human3.6M. ‘Seq.’ means sequence input.

Method MPJPE ↓ PA-MPJPE ↓ PVE ↓ ACCEL ↓

Cropped pose Seq. 58.2 40.8 66.3 3.3
Cropped pose Seq. + bbox info 56.4 38.6 65.0 3.4
Full image pose Seq. 53.5 37.7 61.3 3.1
Mid-frame full image pose 55.8 39.1 64.3 17.9

Comparison with single pose-based methods. We further
compare our PMCE to single pose-based methods [8, 44, 54]
since they also take a detected 2D pose from the image to
estimate the intermediate 3D pose and then regress the mesh
vertices from the estimated 3D pose, which is relevant to our
method. The difference is that our PMCE expands the single
pose-based framework to multiple frames and complements
it with image cues for 3D human motion estimation. Table 2
compares their performance on the 3DPW dataset. Notably,
the pose-based methods did not use the 3DPW training set
during training, so all methods are not trained on 3DPW. Our
method outperforms pose-based methods in per-frame accu-
racy and temporal consistency by a large margin, improving
by 7.8% in MPJPE and 69.9% in ACCEL.

4.4. Ablation Study

Effectiveness of 3D pose estimation stream. There are
two designs in the 3D pose estimation stream, i.e. 2D pose
normalization by the full image and sequence input, which
are respectively evaluated in Table 3. When normalizing
the 2D pose in the cropped bounding box, the accuracy is
low since the keypoints are located in regions with unfixed
locations and scales. Then, adding bounding box informa-
tion improves the performance, but the relations between
keypoints and bounding boxes are still implicit and hard to
explore. Furthermore, normalizing the 2D pose in full image
achieves the best performance since the poses in different
frames share the unified coordinate system, which provides
clear location information. Besides, it can be observed that
single-frame input (last line) yields low temporal consis-
tency, while sequence inputs (top three lines) improve it
significantly. This result suggests that the 3D pose estima-
tion stream can effectively capture the temporal information
of sequence and improves the temporal consistency.

Table 4: Ablation study of image features adding in different
modules on 3DPW. ‘Enc.’ denotes the two-stream encoder.
‘Dec.’ denotes the co-evolution decoder.

Method Intermediate Pose P0 Output Mesh M
MPJPE ↓ MPJPE ↓ PVE ↓

Only pose 72.6 76.9 92.1
F in Enc. 70.5 72.2 89.4
F in Dec. 72.6 71.6 86.5
F in Enc. & Dec. 70.5 69.5 84.8

Table 5: Ablation study for the designs of the co-evolution
decoder on 3DPW. We report the results of output 3D pose
P and output mesh M . MPJPE of the input 3D pose is 70.5
mm.

Method Output Pose P Output Mesh M
MPJPE ↓ MPJPE ↓ PVE ↓

w/o interactions 70.6 72.3 87.7
Pose→Mesh 69.7 70.8 85.7
Mesh→Pose 68.8 71.6 87.6
Mesh↔Pose (Ours) 67.3 69.5 84.8

ALADIN [36] 71.3 72.8 88.6
LN 71.2 72.0 87.9
Bilinear [39] 70.5 71.3 87.1
AdaIN [11] 70.6 71.3 86.5
AdaNorm [46] 69.4 70.7 86.9
SEAN [56] 68.7 70.5 85.9
AdaLN (Ours) 67.3 69.5 84.8

Effectiveness of image feature. Table 4 evaluates the impact
of image features F on the intermediate 3D pose P0 and the
output mesh M . When only taking the 2D pose sequence
as input, the mesh performance is low since the pose lacks
shape information. Adding the image feature in the encoder
or decoder can improve their individual output results, while
using the image features in both the encoder and decoder
achieves the best results, which indicates that the shape
information contained in image features contributes to better
results of intermediate 3D pose and output mesh.
Effectiveness of pose and mesh interactions. The co-
evolution decoder is proposed to regress the mesh vertices
from the estimated 3D pose and temporal image feature, con-
taining pose and mesh interactions and AdaLN. In the first
part of Table 5, it can be seen that the pose→mesh interac-
tion improves the performance of output mesh M since the
mesh can learn more accurate position information guided
by the 3D pose. Meanwhile, the mesh→pose interaction
enhances the performance of output 3D pose P , which indi-
cates that the priors (e.g., body shape, limb proportion) in
mesh contributes to 3D pose refinement. Moreover, using
bi-directional interactions further improves the performance
of pose and mesh, which achieves their co-evolution.
Effectiveness of AdaLN. In the second part of Table 5,
we evaluate the effect of AdaLN by degenerating it to
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Figure 5: Ablation studies on different sequence lengths in
terms of PA-MPJPE and acceleration error on Human3.6M.

LN or replacing it with other feature fusion ways, in-
cluding bilinear fusion [39] and some other normalization
blocks [11, 36, 46, 56]. Specifically, bilinear fusion directly
combines the image feature with joint and vertex features,
which increases the complexity to learn the pose and shape
information. The other normalization blocks focus on the
fields of 2D image [11, 36, 56] or language [46], and design
normalization approaches in different feature dimensions
and statistical parameters towards their specific tasks, but
not suitable for the task of 3D human body recovery. In
contrast, AdaLN lies in its tailored adaptation for fitting pose
and mesh to individual body shapes by adjusting the statis-
tics of joint and vertex features towards the image features,
which enhances the ability of normalization block in 3D
human body recovery.
Impact of sequence lengths. For video-based methods, se-
quence length has a direct impact on the results. Figure 5
illustrates the influences of sequence length in (a) accuracy
and (b) temporal consistency on the Human3.6M dataset.
Increasing the sequence length can improve the performance
in terms of both accuracy and temporal consistency. These
results indicate that our method can effectively exploit spa-
tial and temporal relations in sequence frames to estimate
accurate and smooth 3D human motion. Note that, for a fair
comparison with previous video-based methods [7, 15, 43],
we choose the sequence length as 16 in our experiments.
Impact of 2D pose detections. 2D poses are used in the
3D pose estimation stream. To evaluate their impact, we

Table 6: Ablation study of different 2D pose detections on
Human3.6M.

2D pose detection MPJPE ↓ PA-MPJPE ↓ PVE ↓ ACCEL ↓

Detected by SH [32] 56.4 39.0 64.5 3.2
Detected by Detectron [35] 55.9 39.0 64.1 3.2
Detected by CPN [4] 53.5 37.7 61.3 3.1
Ground truth 2D pose 36.3 26.8 46.2 2.2

conduct experiments in different 2D poses, including the
ground truth 2D poses and some detected 2D poses [4,32,35].
Table 6 illustrates the results on Human3.6M. Our method
is robust to different 2D pose detections, and adopting the
2D pose detectors with higher precision can improve our
reconstructed accuracy. The performance with ground truth
2D poses indicates the lower bound of the proposed PMCE,
which shows the potential of our method to stay effective
with the development of 2D pose detectors.

4.5. Qualitative evaluation

Visual comparison with MPS-Net. Figure 6 shows the
qualitative comparison between the previous state-of-the-art
method MPS-Net [45] and our PMCE on the in-the-wild
3DPW dataset. Our method can generate more plausible
human meshes, especially on the arms and legs. When an
occlusion occurs (the first sample in Row 2), our PMCE
can infer the accurate result based on spatial and temporal
relations in a video sequence.
Visualization of human body shape. Previous video-based
methods [7, 15, 45] take 10-dimensional shape parameters
of SMPL to control human body shape and supervise it in
the range of mean shape, which limits their representation
ability for various body shapes. On the contrary, our method
relieves the limitation by directly regressing mesh vertices
and fitting the mesh to the body shape through the proposed
AdaLN. To verify the representation ability, we train and test
MPS-Net [45] and our PMCE on SURREAL [40] dataset,
which contains various body shapes. Figure 7 shows that
MPS-Net tends to produce mean shapes, which reflect unreal
body patterns. In contrast, the meshes generated by PMCE
are more flexible and align better with the input images. It
demonstrates that our PMCE has the ability to learn different
human body shapes and recover plausible 3D human meshes.

5. Conclusion
This paper proposes the Pose and Mesh Co-Evolution

network (PMCE), a new two-stage pose-to-mesh framework
for recovering 3D human mesh from a monocular video.
PMCE first estimates 3D human pose motion in terms of
spatial and temporal domains, then performs image-guided
pose and mesh interactions by our proposed AdaLN that
injects body shape information while preserving their spatial
structure. Extensive experiments on popular datasets show



Figure 6: Visual comparison between MPS-Net [45] (pink meshes) and our PMCE (blue meshes) on the challenging 3DPW
dataset, which contains hard poses, fast motions, and occlusions. Our method can generate more plausible mesh results than
MPS-Net.

Figure 7: Mesh results in extreme shapes. Pink meshes are from MPS-Net [45], blue meshes are from PMCE, and grey meshes
are ground truth. Our PMCE can fit the body shapes better.

Figure 8: Failure cases in self-contact and challenging pose.

that PMCE outperforms state-of-the-art methods in both per-
frame accuracy and temporal consistency. We hope that our
approach will spark further research in 3D human motion
estimation considering both pose and shape consistency.

Limitation. Main limitation of our method comes from self-
contacts and challenging poses, as shown in Figure 8. Due
to the low contact perception and limited human body priors,
the reconstructed meshes may be implausible. Our future
work will explore the physical constraints of human body to
alleviate this issue.
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Supplemental Material

This supplemental material contains the following parts:
(A) The architecture of 3D pose estimation stream.
(B) Additional quantitative results.
(C) Additional ablation study.
(D) Details about loss functions.
(E) Additional visualization results.

A. Architecture of 3D Pose Estimation Stream
Figure 9 shows the detailed architecture of the 3D pose

estimation stream. Firstly, the normalized 2D pose sequence
is projected to high-dimensional joint features by a linear
embedding layer. Secondly, we project and expand the static
image features, which are added to their corresponding joint
features in the same frame. Then we add the spatial and
temporal embeddings to joint features and feed joint fea-
tures to the spatial-temporal Transformer, which consists of
cascaded spatial and temporal parts. In the spatial part, the
spatial MSA calculates the similarities between joint tokens
in the same frame. In the temporal part, the joint features
are reshaped from (T × J ×C1) to (J × T ×C1), and thus
the temporal MSA can calculate the similarities between
frame tokens of the same joint. Finally, the joint features
are regressed from C1 to 3 and fused from T frames to one
frame to get the mid-frame 3D pose.

B. Additional Quantitative Results
Comparison with Single RGB-Based Methods. Table 7
compares our PMCE with single RGB-based methods on the
3DPW dataset. All methods use ResNet as the backbone. We
evaluate the models trained with and without 3DPW training
set for fair comparisons. Single RGB-based methods focus
on per-frame accuracy and propose advanced networks to ex-
tract image features [5,16,31,52] and generate human mesh,
which shows high performance. In contrast, our PMCE
takes pre-trained backbone [17] to extract feature vectors
following previous video-based methods [7, 15, 45]. Com-
pared to the single RGB-based methods, our PMCE achieves
competitive performance in PA-MPJPE and outperforms the
state-of-the-art method in the metrics of MPJPE, PVE, and
ACCEL. The results demonstrate the superiority and effec-
tiveness of our pose and mesh co-evolution design in terms
of both per-frame accuracy and temporal consistency for 3D
human motion estimation.
Generalization in Unseen Views. Our method decouples
2D poses and image features from image sequences, which
can not only provide complementary pose and shape in-
formation for better mesh estimation but also improve the
generalization. To verify the latter, we compare our PMCE
with the only-pose model (PMCE without using the image
features) on the Human3.6M dataset. Specifically, based on

Table 7: Comparison with single RGB-based methods. All
methods use ResNet as the backbone. ‘†’ represents training
w/o 3DPW training dataset. ‘∗’ represents training with
3DPW training set. The top two best results are highlighted
in bold and underlined, respectively.

Method 3DPW
MPJPE ↓ PA-MPJPE ↓ PVE ↓ ACCEL ↓

R
G

B
-b

as
ed

HMR† [13] 130 76.7 - 37.4
GraphCMR† [18] - 70.2 - -
SPIN† [17] 96.9 59.2 116.4 29.8
I2L-MeshNet† [31] 93.2 57.7 110.1 30.9
PyMAF† [52] 92.8 58.9 110.1 -
PARE† [16] 82.9 52.3 99.7 -
ROMP∗ [38] 79.7 49.7 94.7 -
METRO∗ [5] 77.1 47.9 88.2 -
CLIFF∗ [22] 72.0 45.7 85.3 24.7

PMCE (Ours)† 81.6 52.3 99.5 6.8
PMCE (Ours)∗ 69.5 46.7 84.8 6.5

Table 8: Generalization evaluation in unseen views on Hu-
man3.6M. The test view is View 4.

Training views Only-pose model PMCE Improvements
MPJPE ↓ PVE ↓ MPJPE ↓ PVE ↓ MPJPE PVE

1 161.7 165.3 82.9 89.4 78.8 75.9
1, 2 100.2 112.7 59.2 69.9 40.9 42.8
1, 2, 3 85.8 96.0 58.4 67.1 27.4 28.9

Table 9: Performance comparison between different initial-
izations of mesh vertices on 3DPW.

Mesh initialization MPJPE ↓ PA-MPJPE ↓ PVE ↓

Zeros 72.3 48.5 88.5
Template 71.4 47.6 86.2
Nearest joints (Ours) 69.5 46.7 84.8

the four camera views of Human3.6M, we train the networks
on View 1, View 2, and View 3, then test them on the un-
seen View 4 to evaluate their generalization in unseen views.
As shown in Table 8, the only-pose model suffers from the
domain gap between training and testing views, especially
when training with few view data (top line). In contrast,
our PMCE has better generalization ability and improves
performance by a large margin. The results indicate that
our method, complementing the pose information and image
features, is effective for a robust mesh estimation in unseen
views.

C. Additional Ablation Study
Impact of Mesh Initializations. Mesh initialization serves
as a human body prior in our method. Table 9 examines
the impact of different mesh initializations, including setting
mesh vertices to zeros, using T-shape template mesh from
SMPL [27] or setting the position of per mesh vertex as that
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Figure 9: Architecture of 3D Pose Estimation Stream.

of its nearest joint in estimated 3D pose P0 (the distances
between vertices and joints are pre-calculated from the tem-
plate mesh and pose provided by SMPL). Compared with
template mesh, setting vertices to their nearest joints makes
the initialized mesh closer to the final mesh, which can pro-
vide a more precise human body prior and contribute to the
final mesh performance.

D. Loss Functions
For the 3D pose estimation stream, we use the L1 joint

loss to supervise the intermediate 3D pose P0, which is
defined as follows:

Lint
joint =

1

J

J∑
i=1

∥Pgt − P0∥1 . (13)

After training the 3D pose estimation stream, we train the
whole network using the following four loss functions.
Mesh Loss. We use the L1 loss between the ground truth
3D mesh vertices Mgt∈RV×3 and the predicted 3D mesh
vertices M∈RV×3. The mesh vertex loss is calculated as:

Lmesh =
1

V

V∑
i=1

∥Mgt −M∥1 . (14)

Joint Loss. We multiply the predicted 3D mesh M by a pre-
defined matrix J∈RJ×V to obtain the regressed 3D joints
and calculate the joint loss with ground truth 3D joints Pgt:

Ljoint =
1

J

J∑
i=1

∥Pgt − JM∥1 . (15)

Surface Normal Loss. This loss is used to improve surface
smoothness and local details. It is calculated by the normal
vectors of the ground truth mesh and the predicted mesh:

Lnormal =
∑
f

∑
{i,j}⊂f

∣∣∣∣〈 mi −mj

∥mi −mj∥2
, ngt

〉∣∣∣∣ , (16)

where f denotes a triangle face in the mesh, mi and mj

denote the ith and jth mesh vertices of the triangle face

respectively. And ngt is the unit normal vector of the triangle
face f in the ground truth mesh.
Surface Edge Loss. This loss is used to improve the smooth-
ness of the areas with dense vertices, e.g., hands and feet.
The edge length consistency loss is calculated by the ground
truth edges and the predicted edges as:

Ledge =
∑
f

∑
{i,j}⊂f

∣∣∥∥mgti −mgtj

∥∥
2
− ∥mi −mj∥2

∣∣ .
(17)

Given the four loss functions, the final loss is calculated
as the weighted sum:

L = λmLmesh +λjLjoint +λnLnormal +λeLedge, (18)

where λm=1, λj=1, λn=0.1, λe=20 in the experiments.

E. Additional Visualization Results
Qualitative Comparison. Figure 10 shows the qualita-
tive comparison between the previous state-of-the-art video-
based method MPS-Net [45] and our PMCE on the chal-
lenging video sequences. It shows that our method can
produce more accurate and temporally consistent mesh re-
sults, especially in fast motions, occlusions, and delicate
body deformations.
Visualization of Attention Maps. We further study the
interactions of pose and mesh in the proposed co-evolution
decoder, including Mesh → Pose, Pose → Mesh, Mesh →
Mesh, and Pose → Pose interactions. We obtain the above
four kinds of attention maps from the last layer of the co-
evolution decoder by averaging the attention values of all
attention heads in their corresponding attention blocks. Fig-
ure 11 shows the visualization of attention maps taking differ-
ent reference nodes. In ‘Mesh → Pose’ interaction (Col. 3),
each joint can obtain the global shape information from
vertices which is not available in its original pose represen-
tations. In ‘Pose → Mesh’ interaction (Col. 4), each mesh
vertex aggregates pose information that can guide the mesh
deformation. And in ‘Mesh → Mesh’ (Col. 5) and ‘Pose
→ Pose’ (Col. 6) interactions, vertices and joints perform
internal adjustments, respectively.



Figure 10: Qualitative comparison between MPS-Net [45] and our PMCE. For each video sequence, the top rows show the
video frames, the middle rows show the predicted mesh results from our PMCE (blue), and the bottom rows show the mesh
results from MPS-Net (pink). Our method can produce more accurate and smooth 3D human motion in fast motions (first
sequence), occlusions (second sequence), and slight pose changes (last sequence).
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Figure 11: Visualization of attention maps. From left to right: input image, the generated 3D pose and coarse mesh, four
kinds of interactions, and the output mesh. ‘→’ denotes the direction of information flow. The brighter color indicates higher
attention. And the color of lines in each attention map is normalized with the corresponding maximum. In Col. 3 ‘Mesh →
Pose’ interaction, the joint learns human body shape information from vertices. In Col. 4 ‘Pose → Mesh’ interaction, the
vertex can be guided by joints to perform mesh deformation.


