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Abstract f Joint Vision - Language Space )

In a joint vision-language space, a text feature (e.g., from
“a photo of a dog”) could effectively represent its relevant im-
age features (e.g., from dog photos). Also, a recent study has
demonstrated the cross-modal transferability phenomenon
of this joint space. From these observations, we propose
PromptStyler which simulates various distribution shifts in
the joint space by synthesizing diverse styles via prompts
without using any images to deal with source-free domain
generalization. The proposed method learns to generate a
variety of style features (from “a Sy style of a”) via learn-
able style word vectors for pseudo-words Sy. To ensure that
learned styles do not distort content information, we force
style-content features (from “a S, style of a [class]”) to be
located nearby their corresponding content features (from
“[class]”) in the joint vision-language space. After learning
style word vectors, we train a linear classifier using synthe-
sized style-content features. PromptStyler achieves the state
of the art on PACS, VLCS, OfficeHome and DomainNet, even
though it does not require any images for training.

1. Introduction

Deep neural networks are usually trained with the assump-
tion that training and test data are independent and identically
distributed, which makes them vulnerable to substantial dis-
tribution shifts between training and test data [23,52]. This
susceptibility is considered as one of the major obstacles to
their deployment in real-world applications. To enhance their
robustness to such distribution shifts, Domain Adaptation
(DA) [2,24,32,33,54,56,57,68] has been studied; it aims
at adapting neural networks to a target domain using target
domain data available in training. However, such a target
domain is often latent in common training scenarios, which
considerably limits the application of DA. Recently, a body
of research has addressed this limitation by Domain Gener-
alization (DG) [3,5,21,29,35,37,74] that aims to improve
model’s generalization capability to any unseen domains. It
has been a common practice in DG to utilize multiple source
domains for learning domain-invariant features [61,69], but
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Figure 1: Motivation of our method. (a) Text features could
effectively represent various image styles in a joint vision-
language space. (b) PromptStyler synthesizes diverse styles
in a joint vision-language space via learnable style word
vectors for pseudo-words S, without using any images.

it is unclear which source domains are ideal for DG, since
arbitrary unseen domains should be addressed. Furthermore,
it is costly and sometimes even infeasible to collect and
annotate large-scale multi-source domain data for training.
We notice that a large-scale pre-trained model might have
already observed a great variety of domains and thus can be
used as an efficient proxy of actual multiple source domains.
From this perspective, we raised a question “Could we fur-
ther improve model’s generalization capability by simulating
various distribution shifts in the latent space of such a large-
scale model without using any source domain data?” If this
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Figure 2: Important factors in the proposed method. PromptStyler learns style word vectors for pseudo-words S, which lead
to diverse style features (from “a S, style of a”) while preserving content information encoded in style-content features (from
“a S, style of a [class]”). Lgtyle and Leontent are the loss functions used for maximizing style diversity and content consistency

in a hyperspherical joint vision-language space (e.g., CLIP [

is possible, DG will become immensely practical by effec-
tively and efficiently exploiting such a large-scale model.
However, this approach is much more challenging since any
actual data of source and target domains are not accessible
but only the target task definition (e.g., class names) is given.

In this paper, we argue that large-scale vision-language
models [26, 50, 64] could shed light on this challenging
source-free domain generalization. As conceptually illus-
trated in Figure 1(a), text features could effectively represent
their relevant image features in a joint vision-language space.
Despite the modality gap between two modalities in the joint
space [39], a recent study has demonstrated the cross-modal
transferability phenomenon [67]; we could train a classifier
using text features while running an inference with the classi-
fier using image features. This training procedure meets the
necessary condition for the source-free domain generaliza-
tion, i.e., source domain images are not required. Using such
a joint vision-language space, we could simulate various
distribution shifts via prompts without any images.

We propose a prompt-driven style generation method,
dubbed PromptStyler, which synthesizes diverse styles via
learnable word vectors to simulate distribution shifts in a
hyperspherical joint vision-language space. PromptStyler is
motivated by the observation that a shared style of images
could characterize a domain [27, 74] and such a shared style
could be captured by a learnable word vector for a pseudo-
word S, using CLIP [50] with a prompt (“a painting in the
style of S.”) [17]. As shown in Figure 1(b), our method
learns a style word vector for S, to represent each style.

To effectively simulate various distribution shifts, we try
to maximize style diversity as illustrated in Figure 2. Specifi-
cally, our method encourages learnable style word vectors to
result in orthogonal style features in the hyperspherical space,
where each style feature is obtained from a style prompt

] latent space).

(“a S style of a”) via a pre-trained text encoder. To prevent
learned styles from distorting content information, we also
consider content consistency as illustrated in Figure 2. Each
style-content feature obtained from a style-content prompt
(“a S, style of a [class]”) is forced to be located closer to
its corresponding content feature obtained from a content
prompt (“[class]”) than the other content features.

Learned style word vectors are used to synthesize style-
content features for training a classifier; these synthesized
features could simulate images of known contents with di-
verse unknown styles in the joint space. These style-content
features are fed as input to a linear classifier which is trained
by a classification loss using contents (“[class]”) as their
class labels. At inference time, an image encoder extracts
image features from input images, which are fed as input to
the trained classifier. Note that the text and image encoders
are derived from the same pre-trained vision-language model
(e.g., CLIP [50]); the text encoder is only involved in training
and the image encoder is only involved at inference time.

The proposed method achieves state-of-the-art results
on PACS [34], VLCS [15], OfficeHome [60] and Domain-
Net [48] without using any actual data of source and target
domains. It takes just ~30 minutes for the entire training us-
ing a single RTX 3090 GPU, and our model is ~2.6x smaller
and ~243 x faster at inference compared with CLIP [50].

Our contributions are summarized as follows:

* This work is the first attempt to synthesize a variety of
styles in a joint vision-language space via prompts to
effectively tackle source-free domain generalization.

* This paper proposes a novel method that effectively sim-
ulates images of known contents with diverse unknown
styles in a joint vision-language space.

* PromptStyler achieves the state of the art on domain
generalization benchmarks without using any images.



Setup Source Target Task Definition
DA v v v
DG v - v
Source-free DA - v e
Source-free DG - - v

Table 1: Different requirements in each setup. Source-free
DG only assumes the task definition (i.e., what should be
predicted) without requiring source and target domain data.

2. Related Work

Domain Generalization. Model’s generalization capability
to arbitrary unseen domains is the key factor to successful
deployment of neural networks in real-world applications,
since substantial distribution shifts between source and target
domains could significantly degrade their performance [23,
]. To this end, Domain Generalization (DG) [4, 5, 10, 16,
,29,35,37,44,45,61,69] has been studied. It assumes
target domain data are not accessible while using data from
source domains. Generally speaking, existing DG methods
could be divided into two categories: multi-source DG [3,
,36,42,43,51,55,63,73,74] and single-source DG [14,
,49,62]. Mostly, multi-source DG methods aim to learn
domain-invariant features by exploiting available multiple
source domains, and single-source DG methods also aim to
learn such features by generating diverse domains based on a
single domain and then exploiting the synthesized domains.
Source-free Domain Generalization. In this setup, we are
not able to access any source and target domains as summa-
rized in Table 1. Thus, source-free DG is much more chal-
lenging than multi-source and single-source DG. From the
observation that synthesizing new domains from the given
source domain could effectively improve model’s generaliza-
tion capability [27,38,62,72,73], we also try to generate di-
verse domains but without using any source domains to deal
with source-free DG. By leveraging a large-scale pre-trained
model which has already seen a great variety of domains,
our method could simulate various distribution shifts in the
latent space of the large-scale model. This approach has sev-
eral advantages compared with existing DG methods; source
domain images are not required and there is no concern for
catastrophic forgetting which might impede model’s gener-
alization capability. Also, it would be immensely practical
to exploit such a large-scale model for downstream visual
recognition tasks, since we only need the task definition.
Large-scale model in Domain Generalization. Recently,
several DG methods [5, 53] exploit a large-scale pre-trained
model (e.g., CLIP [50]) to leverage its great generalization
capability. While training neural networks on available data,
CAD [53] and MIRO [5] try to learn robust features using
such a large-scale model. Compared with them, the proposed
method could learn domain-invariant features using a large-
scale pre-trained model without requiring any actual data.

Joint vision-language space. Large-scale vision-language
models [26,50,64] are trained with a great amount of image-
text pairs, and achieve state-of-the-art results on downstream
visual recognition tasks [20,41,66,70,71]. By leveraging
their joint vision-language spaces, we could also effectively
manipulate visual features via prompts [13, 18,31,47]. Inter-
estingly, Textual Inversion [ 7] shows that a learnable style
word vector for a pseudo-word S, could capture a shared
style of images using CLIP [50] with a prompt (“a painting
in the style of S,”). From this observation, we argue that
learnable style word vectors would be able to seek a variety
of styles for simulating various distribution shifts in a joint
vision-language space without using any images.

3. Method

The overall framework of the proposed method is shown
in Figure 3, and pseudo-code of PromptStyler is described
in Algorithm 1. Our method learns style word vectors to
represent a variety of styles in a hyperspherical joint vision-
language space (e.g., CLIP [50] latent space). After learning
those style word vectors, we train a linear classifier using
synthesized style-content features produced by a pre-trained
text encoder 7'(-). At inference time, a pre-trained image en-
coder I(+) extracts image features from input images, which
are fed as input to the trained linear classifier. Thanks to the
cross-modal transferability phenomenon of the joint vision-
language space [67], this classifier could produce class scores
using the image features. Note that we exploit CLIP as our
large-scale vision-language model; its image encoder and
text encoder are frozen in our entire framework.

3.1. Prompt-driven style generation

An input text prompt is converted to several tokens via
a tokenization process, and then such tokens are replaced
by their corresponding word vectors via a word lookup
process. In PromptStyler, a pseudo-word S; in a prompt
is a placeholder which is replaced by a style word vector
s; € RP during the word lookup process. Note that three
kinds of prompts are used in the proposed method: a style
prompt P! (“a §; style of a), a content prompt 7 content
(“[class];,”), and a style-content prompt ’Pftyle o P sontent
(“a S style of a [class],,”). S; indicates the placeholder for
i-th style word vector and [class],,, denotes m-th class name.

Suppose we want to generate K different styles in a joint
vision-language space. In this case, the proposed method
needs to learn K style word vectors {s; }/£ |, where each s;
is randomly initialized at the beginning. To effectively sim-
ulate various distribution shifts in the joint vision-language
space, those style word vectors need to be diverse while not
distorting content information when they are exploited in
style-content prompts. There are two possible design choices
for learning such word vectors: (1) learning each style word
vector s; in a sequential manner, or (2) learning all style
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Figure 3: PromptStyler learns diverse style word vectors which do not distort content information of style-content prompts.
After learning style word vectors, we synthesize style-content features (e.g., from “a S; style of a dog”) via a pre-trained text
encoder for training a linear classifier. The classifier is trained by a classification loss using those synthesized features and their
corresponding class labels (e.g., “dog”). At inference time, a pre-trained image encoder extracts image features, which are fed
as input to the trained classifier. Note that the encoders are derived from the same vision-language model (e.g., CLIP [50]).

word vectors {s;}/£ | in a parallel manner. We choose the
former, since it takes much less memory during training.
Please refer to the supplementary material (Section A.2) for
the empirical justification of our design choice.

Style diversity loss. To maximize the diversity of K styles in
a hyperspherical joint vision-language space, we sequentially
learn style word vectors {s; } X, in such a way that i-th style
feature T'(P; ') € R produced by i-th style word vector

s; is orthogonal to {T(P;tyle)};;ll produced by previously
learned style word vectors {s; };;11 Regarding this, the style
diversity loss Lgy1e for learning i-th style word vector s; is
computed by

1—1 T(,P<Style) T(P jstyle)

7 J

1
Lstyle = = style ‘ style
1—1 2 TP ). TP,

J=1 i

ey

This style loss Lgy1e aims to minimize the absolute value
of the cosine similarity between -th style feature and each
of the existing style features. When the value of this loss
becomes zero, it satisfies the orthogonality between ¢-th style
feature and all the existing style features.

Content consistency loss. Learning the style word vectors
{si} X, only using the style diversity loss sometimes leads
to undesirable outcome, since a learned style s; could sub-
stantially distort content information when used to generate
a style-content feature T'(P,%'® o P content) ¢ RC Ty alle-
viate this problem, we encourage the content information in
the style-content feature to be consistent with its correspond-
ing content feature 7'(P,co"tent) € RY while learning each
i-th style word vector s;. Specifically, each style-content

feature synthesized via i-th style word vector s; should have
the highest cosine similarity score with its corresponding
content feature. For i-th style word vector s;, a cosine simi-
larity score z;,,, between a style-content feature with m-th
class name and a content feature with n-th class name is
computed by

T(P;tyle o fp’:lontent) T(Psontent)

- ||T(’P.Sty1e O'])T?lontent)H2 H’_Z“(’])ﬂfontent)”2 .

(2

Using cosine similarity scores between style-content features
and content features, the content consistency 10ss Lcontent
for learning ¢-th style word vector s; is computed by

r 1 N log < exp(Zimm) ) 3)
content = T 37 § y
N m=1 Zfzvzl exp(Zimn)

where N denotes the number of classes pre-defined in the
target task. This content 1oss Lcontent 1S @ contrastive loss
which encourages each style-content feature to be located
closer to its corresponding content feature so that it forces
each ¢-th style word vector s; to preserve content information
when used to synthesize style-content features.

Total prompt loss. PromptStyler learns K style word vec-
tors {s; }X | in a sequential manner, where each i-th style
word vector s; is learned using both L1 (Eq. (1)) and
Lecontent (EQ. (3)). In the proposed method, the total loss
Lorompt for learning i-th style word vector is computed by

£prompt = Estyle + ‘ccontent . (4)

Using this prompt loss Lprompt, We train -th style word
vector s; for L training iterations.



Algorithm 1 PromptStyler

Requirement: pre-trained text encoder 7°(+), pre-defined N
class names in the target task
Input: number of style word vectors K, number of training
iterations L
Output: KN style-content features

# randomly initialize style word vectors
1: {si}X | + random initialize({s;}X )
# sequentially learn K style word vectors
2. fori=1,2,..., K do
# L training iterations for learning each word vector
3: for iteration = 1,2,..., L do
# compute Lgty1e using 7'(-) and word vectors
4: Lgiyle < style_diversity_loss(s;, {s; };;11)
# compute Lcontent Using 7'(+) and a word vector
Lcontent ¢ content_consistency_loss(s;)
Eprompt — ['style + Econtent
Update s; using Lprompt by gradient descent
8: end for
9: end for
10: Synthesize K N style-content features using the learned
K style word vectors and N class names via T'(+)

N

3.2. Training a linear classifier using diverse styles

After learning K style word vectors {s; } X |, we generate
K N style-content features for training a linear classifier. To
be specific, we synthesize those features using the learned K
styles and pre-defined N classes via the text encoder T'(-).
The linear classifier is trained by a classification loss using
f5-normalized style-content features and their class labels;
each class label is the class name used to generate each style-
content feature. To effectively leverage the hyperspherical
joint vision-language space, we adopt ArcFace [8] loss as
our classification loss L¢1ass. Note that ArcFace loss is an
angular Softmax loss which computes the cosine similarities
between classifier input features and classifier weights with
an additive angular margin penalty between classes. This
angular margin penalty allows for more discriminative pre-
dictions by pushing features from different classes further
apart. Thanks to the property, this angular Softmax loss has
been widely used in visual recognition tasks [7, 9, 30,40, 65].

3.3. Inference using the trained classifier

The trained classifier is used with a pre-trained image
encoder I(+) at inference time. Given an input image x, the
image encoder extracts its image feature I(x) € R®, which
is mapped to the hyperspherical joint vision-language space
by /5 normalization. Then, the trained classifier produces
class scores using the ¢s-normalized image feature. Note
that the text encoder 7'(+) is not used at inference time, while
the image encoder I(-) is only exploited at inference time.

4. Experiments

For more comprehensive understanding, please refer to
the supplementary material (Section B and D).

4.1. Evaluation datasets

The proposed method does not require any actual data
for training. To analyze its generalization capability, four
domain generalization benchmarks are used for evaluation:
PACS [34] (4 domains and 7 classes), VLCS [15] (4 do-
mains and 5 classes), OfficeHome [60] (4 domains and 65
classes) and DomainNet [48] (6 domains and 345 classes).
On these benchmarks, we repeat each experiment three times
using different random seeds and report average top-1 clas-
sification accuracies with standard errors. Unlike the leave-
one-domain-out cross-validation evaluation protocol [21],
we do not exploit any source domain data for training.

4.2. Implementation details

PromptStyler is implemented and trained with the same
configuration regardless of the evaluation datasets. Training
takes about 30 minutes using a single RTX 3090 GPU.
Architecture. We choose CLIP [50] as our large-scale pre-
trained vision-language model, and use the publicly available
pre-trained model." The text encoder 7'(-) used in training
is Transformer [59] and the image encoder I(-) used at in-
ference is ResNet-50 [22] as default setting in experiments;
our method is also implemented with ViT-B/16 [11] or ViT-
L/14 [11] for further evaluations as shown in Table 2. Note
that text and image encoders are derived from the same CLIP
model and frozen in the entire pipeline. The dimension of
each text feature or image feature is C' = 1024 when our
method is implemented with ResNet-50, while C' = 512 in
the case of ViT-B/16 and C' = 768 in the case of ViT-L/14.
Learning style word vectors. We follow prompt learning
methods [70,71] when learning the word vectors. Using a
zero-mean Gaussian distribution with 0.02 standard devia-
tion, we randomly initialize K style word vectors {si}lK:l,
where K = 80. The dimension of each style word vector is
D = 512 when the proposed method is implemented with
ResNet-50 [22] or ViT-B/16 [1 1], while D = 768 in the case
of ViT-L/14 [11]. Each i-th style word vector s; is trained
by the prompt loss L;ompt for L = 100 training iterations
using the SGD optimizer with 0.002 learning rate and 0.9
momentum. The number of classes [V is pre-defined by each
target task definition, e.g., N = 345 for DomainNet [48].
Training a linear classifier. The classifier is trained for 50
epochs using the SGD optimizer with 0.005 learning rate,
0.9 momentum, and a batch size of 128. In ArcFace [8] loss,
its scaling factor is set to 5 with 0.5 angular margin.
Inference. Input images are pre-processed in the same way
with the CLIP model; resized to 224 x 224 and normalized.

lhttps://qithub.com/openai/CLIP
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Configuration Accuracy (%)
Source Domain
Method Domain Description PACS VLCS OfficcHome DomainNet | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [6]
DANN [19] v - 83.6+0.4 78.640.4 65.9+0.6 38.3+0.1 66.6
RSC [25] v - 85.2+0.9 77.1+05 65.5+0.9 38.9+0.5 66.7
MLDG [35] v - 84.9+1.0 77.2+04 66.8+0.6 41.2+0.1 67.5
SagNet [46] v - 86.3+0.2 77.8+0.5 68.1+0.1 40.3+0.1 68.1
SelfReg [28] v - 85.6+0.4 77.840.9  67.9xt0.7 42.8+0.0 | 68.5
GVRT [44] v - 85.1+0.3 79.0+0.2 70.1+0.1 44.1+0.1 69.6
MIRO [5] v - 85.4+0.4 79.0+0.0 70.5+0.4 44.3+0.2 69.8
ResNet-50 [22 ] with pre-trained weights from CLIP [50]
ZS-CLIP (C) [50] - - 90.6+0.0 76.0+0.0 68.6+0.0 45.6+0.0 70.2
CAD [53] v - 90.0+0.6 81.2+0.6 70.5+0.3 45.5+2.1 71.8
ZS-CLIP (PC) [50] - v 90.7+0.0 80.1+0.0  72.0+0.0 46.2+0.0 | 72.3
PromptStyler - - 93.2+0.0 82.3+0.1 73.6-+0.1 49.5+0.0 | 74.7
VIT-B/ 16 []1] with pre-trained weights from CLIP [50]
ZS-CLIP (C) [50] - - 95.7+0.0 76.4+0.0 79.9+0.0 57.8+0.0 77.5
MIRO [5] v - 95.6 82.2 82.5 54.0 78.6
ZS-CLIP (PC) [50] - v 96.1+0.0 82.4+0.0 82.3+0.0 57.7+0.0 | 79.6
PromptStyler - - 97.24+0.1  82.9+0.0 83.6+0.0 59.4+0.0 | 80.8
ViT-L/ 14 [ 1 1] with pre-trained weights from CLIP [50]
ZS-CLIP (C) [50] - - 97.6+0.0 77.5+0.0 85.9+0.0 63.3+0.0 81.1
ZS-CLIP (PC) [50] - v 98.5+0.0 82.4+0.0 86.9+0.0 64.0+0.0 83.0
PromptStyler - - 98.6+0.0 82.4+0.2 89.1+0.0 65.5+00 | 83.9

Table 2: Comparison with the state-of-the-art domain generalization methods. ZS-CLIP (C) denotes zero-shot CLIP using
“[class]” as its text prompt, and ZS-CLIP (PC) indicates zero-shot CLIP using “a photo of a [class]” as its text prompt. Note
that PromptStyler does not exploit any source domain data and domain descriptions.

4.3. Evaluations

Main results. PromptStyler achieves the state of the art in ev-
ery evaluation on PACS [34], VLCS [15], OfficeHome [60]
and DomainNet [48] as shown in Table 2. Note that all exist-
ing methods utilize source domain data except for zero-shot
CLIP [50] in Table 2. Compared with zero-shot CLIP which
generates each text feature using a domain-agnostic prompt
(“[class]”), PromptStyler largely outperforms its records in
all evaluations. Our method also shows higher accuracy com-
pared with zero-shot CLIP which produces each text feature
using a domain-specific prompt (“a photo of a [class]”), even
though we do not exploit any domain descriptions. These re-
sults confirm that the proposed method effectively improves
the generalization capability of the chosen pre-trained model,
i.e., CLIP, without using any images by simulating various
distribution shifts via prompts in its latent space.

Computational evaluations. In Table 3, we compare our
PromptStyler and zero-shot CLIP [50] in terms of the number
of parameters and inference speed; the inference speed was
measured using a single RTX 3090 GPU with a batch size

Inference Module

Image Text
Method Encoder Encoder #Params FPS
OfficeHome (65 classes)

ZS-CLIP [50] v v 102.0M 1.6
PromptStyler v - 384M 729
DomainNet (345 classes)

ZS-CLIP [50] v v 102.0M 0.3
PromptStyler v - 38.7M 729

Table 3: The number of parameters and inference speed on
OfficeHome [60] and DomainNet [48] using ResNet-50 [22]
as an image encoder. Note that CLIP [50] text encoder needs
to generate text features as many as the number of classes.

of 1. Note that we do not exploit a text encoder at inference
time, which makes our model ~2.6x smaller and ~243 x
faster compared with CLIP. Regarding the inference speed,
the proposed model is about 45 x faster for the target task
OfficeHome [60] (65 classes) and it is about 243 x faster for
the target task DomainNet [48] (345 classes).
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Figure 4: t-SNE [58] visualization results for the target task VLCS [15] (5 classes) using synthesized style-content features.
We visualize such features obtained from the learned 80 style word vectors {s; 2821 and all the 5 classes (bird, car, chair, dog,
person). Different colors denote features obtained from different style word vectors, and different shapes indicate features
obtained from different class names. We only colorize features from the first 10 styles {s; }}°;. Combining the style diversity
loss Lty1e and content consistency 10ss Leontent leads to diverse styles while preserving content information.
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Figure 5: Text-to-Image synthesis results using style-content features (from “a S, style of a cat”) with 6 different style word
vectors. By leveraging the proposed method, we could learn a variety of styles while not distorting content information.
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Accuracy (%)

»Cstyle Econtent PAacs VLcs OfficeHome DomainNet | Avg.
- - 92.6 783 72.2 48.0 |72.8
v - 92.3 80.9 71.5 48.2 73.2
- v 92.8 80.5 72.4 48.6 73.6
v v 932 823 73.6 49.5 | 74.7

Table 4: Ablation study on the style diversity loss Lty1e and
content consistency 1oss Lcontent Used in the prompt loss.

t-SNE visualization results. In Figure 4, we qualitatively
evaluate style-content features synthesized for the target task
VLCS [15] (5 classes) using t-SNE [58] visualization. As
shown in Figure 4(c), PromptStyler generates a variety of
styles while not distorting content information; style-content
features obtained from the same class name share similar
semantics with diverse variations. This result confirms that
we could effectively simulate various distribution shifts in
the latent space of a large-scale vision-language model by
synthesizing diverse styles via learnable style word vectors.
Text-to-Image synthesis results. In Figure 5, we visualize
style-content features (from “a S, style of a cat”) via dif-
fusers library.” These results are obtained with 6 different
style word vectors, where the word vectors are learned for
the target task DomainNet [48] using ViT-L/14 [1 1] model.

Zhttps://github.com/huggingface/diffusers

Accuracy (%)

Lclass Pacs VLcs  OfficeHome DomainNet | Avg.
Softmax 92.5 81.2 72.3 48.6 73.7
ArcFace 93.2 823 73.6 49.5 74.7

Table 5: Ablation study on the classification loss L¢),ss used
for training a linear classifier in the proposed framework.

4.4. More analyses

Ablation study on the prompt loss. In Table 4, we eval-
uate the effects of Lgyle and Leontent i Lprompt used for
learning style words. Interestingly, our method also achieves
state-of-the-art results even without using these losses, i.e.,
the proposed framework (Fig. 3) is substantially effective by
itself. Note that randomly initialized style word vectors are
already diverse, and CLIP [50] is already good at extract-
ing correct content information from a style-content prompt
even without training the word vectors using Lcontent- When
we learn style word vectors using Lgtyle Without Leontents
style-content features obtained from different class names
share more similar features than those from the same class
name (Fig. 4(a)). On the other hand, using L.ontent Without
Lty1c leads to less diverse style-content features (Fig. 4(b)).
When incorporating both losses, we could generate diverse
styles while not distorting content information (Fig. 4(c)).
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Figure 6: Top-1 classification accuracy on the PACS [34], VLCS [15], OfficeHome [60] and DomainNet [48] datasets with
regard to the number of learnable style word vectors K.
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Configuration Accuracy (%)

Source  Domain
Method Domain Description  Terra Incognita

ResNet-50 [22] with pre-trained weights on ImageNet [6]

SelfReg [28] v - 47.0+0.3
GVRT [44] v - 48.0+0.2

ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 19.5+0.0
ZS-CLIP (PC) [50] - 4 23.8+0.0
PromptStyler - - 30.5+0.8

Table 6: Unsatisfactory results obtained from CLIP [50]
without using source domain data from Terra Incognita [1].

Ablation study on the classification loss. In Table 5, we
evaluate the effects of the original Softmax loss and the
angular Softmax loss (i.e., ArcFace [8]). PromptStyler also
achieves the state of the art using the original one, which
validates that the performance improvement of our method
mainly comes from the proposed framework (Fig. 3). Note
that the angular Softmax loss further improves its accuracy

by leveraging the hyperspherical joint vision-language space.

Effect of the number of styles. We evaluate our method
with regard to the number of style word vectors K as shown
in Figure 6. Interestingly, our PromptStyler outperforms
CLIP [50] using just 5 styles. This evaluation shows that 20
style word vectors are enough to achieve decent results.
Effect of the number of iterations. We evaluate our method
with regard to the number of training iterations L for learning
each style word vector as shown in Figure 7. This evaluation
shows that 20 iterations are enough to achieve decent results.

5. Limitation

The performance of our method depends on the quality
of the joint vision-language space constructed by the chosen
vision-language model. For example, although PromptStyler
largely outperforms its base model (i.e., CLIP [50]) in all
evaluations, our method shows lower accuracy on the Terra
Incognita dataset [1] compared with other methods which
utilize several images from the dataset as shown in Table 6.
The main reason for this might be due to the low accuracy
of CLIP on the dataset. Nevertheless, given that our method
consistently outperforms its base model in every evaluation,
this limitation could be alleviated with the development of
large-scale vision-language models.

6. Conclusion

We have presented a novel method that synthesizes a
variety of styles in a joint vision-language space via learn-
able style words without exploiting any images to deal with
source-free domain generalization. PromptStyler simulates
various distribution shifts in the latent space of a large-scale
pre-trained model, which could effectively improve its gen-
eralization capability. The proposed method achieves state-
of-the-art results without using any source domain data on
multiple domain generalization benchmarks. We hope that
future work could apply our method to other tasks using
different large-scale vision-language models.
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In this supplementary material, we provide more method =)
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A. Method Details g 16
This section provides more details of the chosen vision- g 121
language model (Section A.1) and design choices for learn- =
ing style word vectors (Section A.2). GE) 8 -
A.1. Large-scale vision-language model 2 4- .._._*___.___.—-—0———0
©)

We choose CLIP [50] as our pre-trained vision-language
model which is a large-scale model trained with 400 million
image-text pairs. Note that the proposed method is broadly
applicable to the CLIP-like vision-language models [26, 64]
which also construct hyperspherical joint vision-language
spaces using contrastive learning methods. Given a batch of
image-text pairs, such models jointly train an image encoder
and a text encoder considering similarity scores obtained
from image-text pairings.

Joint vision-language training. Suppose there is a batch of
M image-text pairs. Among all possible M x M pairings,
the matched M pairs are the positive pairs and the other
M? — M pairs are the negative pairs. CLIP [50] is trained
to maximize cosine similarities of image and text features
from the positive M pairs while minimizing the similarities
of such features from the negative M2 — M pairs.

Image encoder. CLIP [50] utilizes ResNet [22] or ViT [11]
as its image encoder. Given an input image, the image
encoder extracts its image feature. After that, the image
feature is mapped to a hyperspherical joint vision-language
space by {5 normalization.

Text encoder. CLIP [50] utilizes Transformer [59] as its text
encoder. Given an input text prompt, it is converted to word
vectors via a tokenization process and a word lookup proce-
dure. Using these word vectors, the text encoder generates a
text feature which is then mapped to a hyperspherical joint
vision-language space by /5 normalization.

12

T T T T
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Number of style word vectors
Figure Al: GPU memory usage when learning K style word

vectors for the target task OfficeHome [60] (65 classes) with
respect to the design choices, Sequential or Parallel.

100

Zero-shot inference. At inference time, zero-shot CLIP [50]
synthesizes classifier weights via the text encoder using N
class names pre-defined in the target task. Given an input
image, the image encoder extracts its image feature and the
text encoder produces IV text features using the N class
names. Then, it computes cosine similarity scores between
the image feature and text features, and selects the class
name which results in the highest similarity score as its
classification output.

A.2. Empirical justification of our design choice

As described in Section 3.1 of the main paper, there are
two possible design choices for learning K style word vec-
tors: (1) learning each style word vector s; in a sequential
manner, or (2) learning all style word vectors {s;}X  ina
parallel manner. We choose the former mainly due to its
much less memory overhead. As shown in Figure A1, we
could sequentially learn ~100 style word vectors with ~4.2
GB memory usage. However, it is not possible to learn more
than 21 style word vectors in a parallel manner using a single
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(b) Cat
Figure B1: Several examples from the Terra Incognita [ 1] dataset. We visualize class entities using red bounding boxes, since
they are not easily recognizable due to their small sizes and complex background scenes.

(c) Squirrel

Configuration Accuracy (%)
Source Domain
Method Domain Description Location100 Location38  Location43 Location46 | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [6]

SelfReg [28] v - 48.8+0.9 41.3+1.8 57.3+0.7 40.6+09 | 47.0
GVRT [44] v - 53.9+1.3 41.8+1.2 58.2+0.9 38.0+0.6 | 48.0
ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 8.4+0.0 13.7+0.0 32.5+0.0 23.3+0.0 19.5
ZS-CLIP (PC) [50] - v 9.9+0.0 28.3+0.0 32.9+0.0 24.0+0.0 23.8
PromptStyler - - 13.8+1.7 39.8+1.3 38.0+0.4 30.3+0.3 | 30.5

Table B1: Top-1 classification accuracy on the Terra Incognita [ 1] dataset. Compared with existing domain generalization
methods which utilize source domain data, zero-shot methods using CLIP [50] show unsatisfactory results on this dataset.

RTX 3090 GPU (24 GB Memory) due to its large memory
overhead. In detail, learning 20 and 21 style word vectors
takes 22.4 GB and 23.5 GB, respectively. The large memory
overhead caused by the parallel learning design substantially
limits the number of learnable style word vectors.

To be specific, PromptStyler with the parallel learning
design needs to generate K style features, K N style-content
features, and N content features for learning K style word
vectors at the same time; these features are used to compute
the style diversity loss Lgy1. and the content consistency
loss Lcontent for learning all the style word vectors in a
parallel manner. Note that the large memory overhead is
mainly caused by the KV style-content features. Suppose
we want to learn 80 style word vectors for the target task
OfficeHome [60] (65 classes). Then, we need to synthesize
5200(= 80 x 65) style-content features. Even worse, we
need to generate 27600(= 80 x 345) style-content features
for the target task DomainNet [48] (345 classes). On the
other hand, PromptStyler with the sequential learning design
only requires ¢ style features, N style-content features, and
N content features for learning ¢-th style word vector, where
1 <4 < K. For scalability, we chose the sequential learning
design since it could handle a lot of learnable style word
vectors and numerous classes in the target task.
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B. Analyses on Terra Incognita

As described in Section 5 of the main paper, the quality
of the latent space constructed by a large-scale pre-trained
model significantly affects the effectiveness of PromptStyler.
To be specific, the proposed method depends on the quality
of the joint vision-language space constructed by CLIP [50].
Although our method achieves state-of-the-art results on
PACS [34], VLCS [15], OfficeHome [60], and Domain-
Net [48], its performance on Terra Incognita [ 1] is not satis-
factory. This section provides more analyses on the dataset.

Table B1 shows that PromptStyler outperforms zero-shot
CLIP [50] for all domains in the Terra Incognita dataset [1].
However, its accuracy on this dataset is lower compared
with existing domain generalization methods [28,44] which
utilize several images from the dataset as their source do-
main data. This unsatisfactory result might be due to the low
accuracy of CLIP on the dataset. We suspect that images in
the Terra Incognita dataset (Fig. B1) might be significantly
different from the domains that CLIP has observed. The
distribution shifts between CLIP training dataset and the
Terra Incognita dataset might be extreme, and thus such dis-
tribution shifts could not be entirely covered by our method
which exploits CLIP latent space. We hope this issue could
be alleviated with the development of large-scale models.



Configuration Accuracy (%)

Source Domain
Method Domain Description Art Painting  Cartoon Photo Sketch | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [0 ]

GVRT [44] v - 87.9+0.3 78.4+1.0 98.2+t0.1 75.7+0.4 | 85.1
SelfReg [25] v - 879+t10 79.4+14 96.8+07 78.3+12 | 85.6
ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 88.9+0.0 94.4+0.0 99.3+0.0 79.84+0.0 | 90.6
ZS-CLIP (PC) [50] - v 90.8+0.0 93.3+0.0 99.4+0.0 79.3+0.0 | 90.7
PromptStyler - - 93.7+0.1 94.7+0.2 99.4+00 84.9+0.1 | 93.2
ViT-B/ 16 []]] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 96.4+0.0  98.9+00 99.9+0.0 87.7+0.0 | 95.7
ZS-CLIP (PC) [50] - v 97.2+0.0  99.1+00 99.9+0.0 88.2+0.0 | 96.1
PromptStyler - - 97.6+0.1  99.1+01 999400 92.3+03 | 97.2
ViT-L/ 14 [1]] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 97.2+0.0 99.5+0.0 999+0.0 93.8+0.0 | 97.6
ZS-CLIP (PC) [50] - v 99.0+0.0 99.7+0.0 999+0.0 95.5+0.0 | 98.5
PromptStyler - - 99.1+0.0 99.7+00 100.0+0.0 95.5+0.1 | 98.6

Table C1: Comparison with state-of-the-art domain generalization methods in terms of per-domain top-1 classification accuracy
on PACS [34]. We repeat each experiment using three different seeds, and report average accuracies with standard errors.
ZS-CLIP (C) denotes zero-shot CLIP using “[class]” as its text prompt, and ZS-CLIP (PC) indicates zero-shot CLIP using “a
photo of a [class]” as its text prompt. Note that PromptStyler does not use any source domain data and domain descriptions.

Configuration Accuracy (%)
Source Domain
Method Domain  Description Caltech  LabelMe  SUN09  VOC2007 | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [0]

SelfReg [28] v - 96.7+0.4 65.2+1.2 73.1+1.3 76.2+07 | 77.8
GVRT [44] v - 98.8+0.1 64.0+0.3 75.2+05 77.9+1.0 | 79.0
ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 99.24+0.0 62.4+0.0 69.0+0.0 73.5+00 | 76.0
ZS-CLIP (PC) [50] - v 99.4+0.0 65.0+00 71.7+0.0 84.2+0.0 | 80.1
PromptStyler - - 99.5+0.0 71.240.2 72.0+00 86.5+0.3 | 82.3
VIT-B/ 16 [ 1] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 99.7+0.0 61.840.0 70.1+0.0 73.9+00 | 76.4
ZS-CLIP (PC) [50] - v 99.9+00 689+00 74.8+0.0 85.9+0.0 | 82.4
PromptStyler - - 99.9+0.0 71.54+0.3 73.9+02 86.3+0.1 | 82.9
ViT-L/ 14 []]] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 99.9+0.0 59.3+0.0 71.0+00 79.9+0.0 | 77.5
ZS-CLIP (PC) [50] - v 99.9+00 709+00 72.9+0.0 86.0+0.0 | 82.4
PromptStyler - - 99.9+0.0 711407 71.8+1.0 86.8+t0.0 | 82.4

Table C2: Comparison with state-of-the-art domain generalization methods in terms of per-domain top-1 classification accuracy
on VLCS [15]. We repeat each experiment using three different seeds, and report average accuracies with standard errors.
ZS-CLIP (C) denotes zero-shot CLIP using “[class]” as its text prompt, and ZS-CLIP (PC) indicates zero-shot CLIP using “a
photo of a [class]” as its text prompt. Note that PromptStyler does not use any source domain data and domain descriptions.
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Configuration Accuracy (%)

Source Domain
Method Domain Description Art Clipart Product  Real World | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [6]

SelfReg [28] v - 63.6+1.4 53.1+1.0 769+04 78.1+04 | 679
GVRT [44] v - 66.3+0.1 55.8+04 78.2+04 80.4+0.2 | 70.1
ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 69.9+0.0 46.840.0 77.7+00 79.8+0.0 | 68.6
ZS-CLIP (PC) [50] - v 71.7+0.0 52.0+00 81.6+0.0 82.6+0.0 | 72.0
PromptStyler - - 73.4+0.1 52.4+02 843+01 84.1+01 | 73.6
ViT-B/ 16 [] 1] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 80.7+0.0 64.6x0.0 86.3+0.0 88.0+0.0 79.9
ZS-CLIP (PC) [50] - v 82.7+0.0 67.6+0.0 89.2+0.0 89.7+0.0 | 82.3
PromptStyler - - 83.8+0.1 68.2+00 91.6+0.1  90.7+0.1 | 83.6
VIT-L/ 14 [ 1 1] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 86.2+0.0 73.3+0.0 92.0+0.0 92.2+0.0 85.9
ZS-CLIP (PC) [50] - v 87.2+0.0 73.8+0.0 93.0+0.0 93.4+0.0 | 86.9
PromptStyler - - 89.1+0.1 77.6+0.1 94.8+0.1 94.840.0 | 89.1

Table C3: Comparison with state-of-the-art domain generalization methods in terms of per-domain top-1 classification accuracy
on OfficeHome [00]. We repeat each experiment using three different seeds, and report average accuracies with standard errors.
ZS-CLIP (C) denotes zero-shot CLIP using “[class]” as its text prompt, and ZS-CLIP (PC) indicates zero-shot CLIP using “a
photo of a [class]” as its text prompt. Note that PromptStyler does not use any source domain data and domain descriptions.

Configuration Accuracy (%)
Source  Domain
Method Domain Description Clipart  Infograph  Painting Quickdraw  Real Sketch | Avg.
ResNet-50 [22 ] with pre-trained weights on ImageNet [6]
SelfReg [28] v - 60.7+0.1  21.6+0.1 49.4+02 12.7+01 60.7+01 51.7+0.1 | 42.8
GVRT [44] v - 62.4+04 21.0+00 50.5+04 13.8403 64.6+0.4 52.4+02 | 44.1

ResNet-50 [22 ] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - 53.1+0.0 39.2+00 52.7+0.0 6.3+0.0 752+00 47.1+0.0 | 45.6
ZS-CLIP (PC) [50] v 53.6+0.0 39.6+0.0 53.4+00 59+00 76.6+0.0 48.0+0.0 | 46.2
PromptStyler - - 57.9+00 44.3+0.0 57.3+00 6.1+01 79.5+0.0 S51.7+0.0 | 49.5
VIiT-B/ 16 [ 1] with pre-trained weights from CLIP [50]
- 70.7+0.0 49.1+00 66.4+00 14.8400 82.7+0.0 63.1+0.0 | 57.8

ZS-CLIP (C) [50]

ZS-CLIP (PC) [50] - v 71.0+0.0 47.7+0.0 662+00 14.0+0.0 83.7+0.0 63.5+00 | 57.7
PromptStyler - - 73.1+0.0 50.9+0.0 68.2+0.1 13.3+0.1 85.4+00 65.3+0.0 | 59.4
ViT-L/ 14 [11] with pre-trained weights from CLIP [50]

ZS-CLIP (C) [50] - - 78.2+0.0 53.0+0.0 70.7+00 21.6+0.0 86.0+0.0 70.3+0.0 | 63.3
ZS-CLIP (PC) [50] - v 79.2+0.0 524400 71.3+00 22.5+0.0 86.9+00 71.8+0.0 | 64.0
PromptStyler - - 80.7+0.0 55.6+t0.1 73.8+0.1 21.7+0.0 88.2+0.0 73.2+0.0 | 65.5

Table C4: Comparison with state-of-the-art domain generalization methods in terms of per-domain top-1 classification accuracy
on DomainNet [48]. We repeat each experiment using three different seeds, and report average accuracies with standard errors.
ZS-CLIP (C) denotes zero-shot CLIP using “[class]” as its text prompt, and ZS-CLIP (PC) indicates zero-shot CLIP using “a
photo of a [class]” as its text prompt. Note that PromptStyler does not use any source domain data and domain descriptions.
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Accuracy (%)

Distribution Pacs VLcs  OfficeHome DomainNet | Avg.
4(0.00, 0.20)  93.1 82.6 73.8 49.2 | 74.7
N(0.00, 0.20%) 93.0 81.0  73.6 49.5 | 743
N(0.20, 0.022) 93.1 825 73.5 49.3 74.6
N(0.00, 0.022) 93.2 823 73.6 49.5 | 74.7

Table C5: Effects of the distributions used for initializing
style word vectors. Uniform or Normal distribution is used.

C. Evaluation Results

Per-domain accuracy. As shown in Table C1-C4, we pro-
vide per-domain top-1 classification accuracy on domain
generalization benchmarks including PACS [34] (4 domains
and 7 classes), VLCS [15] (4 domains and 5 classes), Office-
Home [60] (4 domains and 65 classes) and DomainNet [48]
(6 domains and 345 classes); each accuracy is obtained by
averaging results from experiments repeated using three dif-
ferent random seeds. Interestingly, compared with zero-shot
CLIP [50] which leverages a photo domain description (“a
photo of a [class]”), our PromptStyler achieves similar or
better results on photo domains, e.g., on the VLCS dataset
which consists of 4 photo domains. Note that the description
has more domain-specific information and more detailed
contexts compared with the naive prompt (“[class]”).
Different distributions for initializing style word vectors.
Following prompt learning methods [70,71], we initialized
learnable style word vectors using zero-mean Gaussian dis-
tribution with 0.02 standard deviation. To measure the effect
of the used distribution for the initialization, we also quanti-
tatively evaluate PromptStyler using different distributions
for initializing style word vectors. As shown in Table C5,
the proposed method also achieves similar results when ini-
tializing style word vectors using different distributions.

D. Discussion

PromptStyler aims to improve model’s generalization ca-
pability by simulating various distribution shifts in the latent
space of a large-scale pre-trained model. To achieve this goal,
our method leverages a joint vision-language space where
text features could effectively represent their relevant image
features. It does not mean that image and text features should
be perfectly interchangeable in the joint vision-language
space; a recent study has demonstrated the modality gap
phenomenon of this joint space [39]. However, thanks to
the cross-modal transferability in the joint vision-language
space [67], the proposed method could still be effective, i.e.,
we could consider text features as proxies for image features
while training a linear classifier (Fig. 3 of the main paper).

When our method is implemented with CLIP [50] and
we adopt ArcFace [8] as our classification loss L,ss, there
is another interesting interpretation of the proposed method.
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As described in Section A.1, CLIP text encoder synthesizes
classifier weights using class names for zero-shot inference
and then it computes cosine similarity scores between the
classifier weights and input image features. Similarly, our
method computes cosine similarity scores between classifier
weights of the trained classifier (Fig. 3 of the main paper) and
input image features. From this perspective, the proposed
method improves the decision boundary of the synthesized
classifier used in zero-shot CLIP by generating diverse style-
content features and then training a linear classifier using
the style-content features. In other words, the trained clas-
sifier could be considered as an improved version of the
synthesized classifier used in zero-shot CLIP.



