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Abstract

In this paper we address the task of finding representa-
tive subsets of points in a 3D point cloud by means of a
point-wise ordering. Only a few works have tried to ad-
dress this challenging vision problem, all with the help of
hard to obtain point and cloud labels. Different from these
works, we introduce the task of point-wise ordering in 3D
point clouds through self-supervision, which we call self-
ordering. We further contribute the first end-to-end train-
able network that learns a point-wise ordering in a self-
supervised fashion. It utilizes a novel differentiable point
scoring-sorting strategy and it constructs an hierarchical
contrastive scheme to obtain self-supervision signals. We
extensively ablate the method and show its scalability and
superior performance even compared to supervised order-
ing methods on multiple datasets and tasks including zero-
shot ordering of point clouds from unseen categories.

1. Introduction

The goal of this paper is to order the points in a
3D point cloud, so as to enable compute-, memory- and
communication-efficient deployment. This is relevant for
autonomous driving [1 1, 44], scene understanding [4, 29],
and virtual reality [42, 16], to name just three of the many
applications. The key problem of this modality of data
is the sheer dimensionality of the input: while each point
is usually only 3-dimensional, the number of points per
scene or object can easily range from thousands to even
millions [13, 43]. As even the original data often contains
highly redundant points, methods have been employed to
reduce the number of points for particular tasks to a more
manageable size. These include simple heuristics such as
picking random points [3 1] or selecting the ones with large
Euclidean distances [24, 30, 32]. More recently, methods
have been proposed that order points based on their im-
portance [46, 14, 22]. For example, Lang et al. [22] uti-
lize a supervised network to optimize for smaller subsets of
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Figure 1: Self-supervised learning to order point clouds.
We develop the first self-supervised method to order 3D
points in terms of their importance. By utilizing a novel
Point Scorer and differentiable Point Sorter module, we
leverage a hierarchical contrastive loss for training to out-
put a point-wise ordering without the need for any labels.
This can be used to select subsets that not only outperform
previous heuristic methods but even the current, supervised,
state of the art on downstream tasks.

point clouds that can still yield good performance on vari-
ous tasks. However, this method requires supervised anno-
tations in the form of labels, which carry with it two main
disadvantages. First, is the limited scalability — as obtaining
human-annotations, as well as developing a systematic an-
notation scheme — is expensive. Second, labelling data cap-
tured in-the-wild (such as from a vehicle-mounted LiDAR
sensor) is highly ambiguous if there is more than one object
present: given a point cloud with 10K points, finding which
one belongs to the street, a car, or another car is both diffi-
cult and tedious. To avoid the label-dependency of existing
work, we propose in this paper the first self-supervised point
cloud sorter (see Figure 1).

For self-supervised learning in the image domain, tech-
niques such as clustering [6, 3] and contrastive learn-
ing [40, 19, 8] have recently shown great potential in learn-



ing generalizeable representations by designing suitable un-
supervised loss functions. However, these methods are not
directly applicable to the problem of point ordering due to
two main differences. First, compared to the image domain,
our goal is not representation learning per-se, but rather to
leverage an unsupervised training signal for finding a re-
duced set of points that are representative for many down-
stream applications. Indeed, the difficulty lies in design-
ing an effective module that can conduct the ordering — the
key trainable component in our method — in a differentiable
manner. Finally, in particular for contrastive learning, the
generation of positive pairs is of key importance. While in
the image domain this is trivially accomplished with aug-
mentations, for point clouds this is generally difficult [9]
and further complicated for the important case of having a
very low number of points.

In this paper, we address these two challenges by order-
ing points in a 3D point cloud in a self-supervised manner
— a setting we call self-ordering. The first challenge we
address by front-loading a novel differentiable point scor-
ing and sorting module that produces subsets, for which
the self-supervised loss is then used for tuning. The sec-
ond challenge we solve by naturally setting different strict
subsets of particular point clouds as positive pairs — a choice
that arises naturally and leads to a simple but novel hierar-
chical contrastive loss. As the first to tackle this setting in
an unsupervised manner, we show that our method can not
only produce good orderings of points, but even outperform
supervised methods, when evaluated on a range of down-
stream tasks and datasets.

Overall, we make three contributions in this work.

* We propose the setting of self-ordering point clouds
by self-supervised learning, in which each point in a
3D cloud is ranked according to its importance without
relying on any annotations.

* We develop an end-to-end trainable approach to learn
a point-wise ordering. For this, we develop a novel
differentiable point scoring-sorting strategy and con-
struct a hierarchical contrastive scheme to obtain self-
supervision signals.

* We extensively ablate the method and show its scala-
bility and superior performance even compared to su-
pervised point ordering methods on multiple datasets
and tasks including zero-shot ordering of point clouds.

2. Related work

Self-supervised point cloud representations. Most self-
supervised learning works focus on learning single, global
3D object representation with applications to classic vision
tasks, e.g., classification [20, 18, 34], reconstruction [306,

, 25], or part/semantic segmentation [20, 15, 17]. Recent
works start to demonstrate potential for more high-level

tasks or complex scenes, e.g., Mersch et al. [27] predicted
future 3D point clouds given a sequence of point clouds.
Zhang et al. [45] proposed a self-supervised method to build
representations for scene level point clouds without the need
for multiple-views of the scene. Wang ef al. [37] pro-
posed a self-supervised schema to learn 4D spatio-temporal
representations from dynamic point cloud clips by predict-
ing their sequential orders without any ground-truth point-
wise annotations. In this paper, our goal is not to learn a
generic representation of point clouds but instead leverage
self-supervision for the task of point cloud ordering.

Point cloud contrast construction. Unlike conventional
data structures such as images or videos, raw point clouds
are unordered sets of vectors. This difference naturally
poses challenges for designing contrastive learning meth-
ods on point clouds. There are three main ways of creating
positive and negative pairs (contrasts) for learning: 1) use
contiguous chunks of a 3D point cloud as positives [ 15, 25];
2) treat geometric transformation as a second view to gen-
erate positives [20]; 3) use natural or synthetic temporal se-
quences of point clouds [20, 23] as positives. Most works
used one or two of them, e.g., Sanghi er al. [34] use local
chunks of 3D objects along with geometric transformation
to build an effective contrastive learning. We do not use
the common methods for contrast construction. Instead, we
build a hierarchy of point clouds to generate a contrastive
loss that operates on subsets inside the point cloud. These
subsets in turn are not fixed or predefined, but are learned
from our scorer network, and could thus be seen as a data-
dependent view generator.

Differentiable top-k with optimal transport. Several
works [41, 12, 5, 41] studied the introduction of a regular-
ization term in the optimization to make a selection opera-
tor differentiable from the perspective of optimal transport.
Specifically, Cuturi et al. [12] propose an optimal transport
problem for finding the k-quantile in a set of n elements,
while Xie et al. [41] parameterize the top-k operation as an
optimal transport problem. Cordonnier et al. [10] imple-
ment a differentiable top-k operator in the image domain to
select the most relevant parts of the input to efficiently pro-
cess high resolution images. Inspired by the above technical
algorithmic contributions, we treat point sorting as an opti-
mal transport problem. To bring these techniques to the 3D
domain, we develop novel point scorer and sorter modules
which are tailored to point clouds as inputs and allow for
differentiable ranking of points in a cloud. Our novelty is
not to improve the top-k selection theory but to apply it to a
novel realistic problem using self-supervision.

Point ordering with label supervision. Different from
point cloud completion [38] and reconstruction [1], which
change the point and cloud values, point ordering does not
change the point and cloud values but reorders the points in
a cloud. So far, ordering points in a cloud has only been
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Figure 2: Overview of the proposed model. The Point Scorer network predicts a score for each point in the 3D point cloud.
The Point Sorter module transfers the scores of points into a ranking of points, and the Hierarchical Contrastive Learning
module forces the ranking to be correct. Note that we order the point cloud without the need for any label supervision.

addressed using supervised data [40, 14, 22]. Zheng et
al. [46] assign each point a score by calculating the con-
tribution of each point to the gradient of the loss function in
a pre-trained model. Dovrat et al. [14] utilize a pre-trained
task network as a teacher to optimize an ordered transfor-
mation of the original point cloud, then project the ordering
information from the ordered transformation into the orig-
inal point cloud. Lang er al. [22] follow Dovrat et al. in
utilizing a pre-trained task network but introduce a differ-
entiable projection tool to obtain an even more precise or-
dering. We are inspired by both Dovrat et al. and Lang et
al., as we tackle the same task, but rather than using labels
we order point clouds without any supervision.

3. Method

Problem formulation. We seek to order points in 3D
clouds using self-supervision. We denote a point cloud as
P={p;}}¥, with p; € R3. Our goal is to find an ordering
of the points v*=(iy, 42, - - , i) solely using an unlabeled
dataset of point clouds that minimizes the downstream ob-
jective function ¢:

7" = argmin ¢(S,,), (1)

vy

where various subsets of S,={p;, }}_,, contain the top
n (< N) ranked points.

The challenge of this objective is two-fold. First, the
objective is defined in terms of a downstream objective
function, yet the ordering v* is generated solely from un-
labeled data P. Note that this means our task is two lev-
els of abstraction away from the downstream task: we nei-
ther have labels per point cloud, nor do we have point-level

annotations. Second, finding a right permutation is funda-
mentally a non-differentiable operation and directly learn-
ing this with gradient descent is difficult due to the discrete
nature of permutations [46, 35].

In our method, we tackle both of these difficulties in turn
by a) constructing a hierarchical self-supervised loss operat-
ing on subsets of 3D point clouds and b) constructing these
via a differentiable scoring-sorting procedure.

Model overview. As illustrated in Figure 2, our model
consists of a Point Scorer network, a Point Sorter module,
and a Hierarchical Contrastive Learning module. The Point
Scorer outputs a floating point value for each point in the 3D
point cloud, the Point Sorter module orders the points ac-
cording to these scores in a differentiable manner, and the
Hierarchical Contrastive Learning module provides the nec-
essary gradients to ensure the ordering is meaningful. The
three modules are described in more detail below.

Point Scorer. The scorer is designed for scoring the
points in the cloud. It thus provides a mapping f from a
point cloud to a score vector, f : P — RIPl. More specifi-
cally, the original point cloud P is firstly fed to a point cloud
backbone f(-), yielding a feature map F € RI¥I*P where
D is the feature dimension size. Next, the goal is to com-
pute a score for each point from these features. For this, we
denote F;={fi1, fiz, -+, fin} as the D-dimensional fea-
ture of the i-th point, and f;; as the ij-th element.

To arrive at a score for a point p, we compute the contri-
bution of a point to the global feature of the point cloud
P. For a PointNet architecture [31], this global feature
G = 191,92, ,gp} is computed by an order-invariant



max pooling operation, i.e.,

gj:l:lrg?x,Nf”, fOT]G{l,Q,,D}, (2)
or simply G=mp(F, dim=0). Let idx; denote the point
which has the maximum value in the j-th dimension, i.e.,

idx; = argmax f;;, forje{1,2,---,D}, (3)

i=1,2,,
The simplest metric to compute the importance of a point %
to the final feature would be to count how often its features
ended up in the global feature:

1 D
5i=5 ; 8(idx;, ), 4)

where s; is the score of i-th point and d(x,y) is
a Kronecker-delta function, i.e., d(x,y)=0if x£y and
1if x=y. Intuitively, if one point’s feature is descriptive
of the whole global feature, it achieves a score of 1.0.

To enable backpropagation, we replace the operations of
Equations 3-4 with a differentiable approximation which we
formulate as:

1 D
si=15 22 0(fi = 9)), 5)
j=1

where o is a sigmoid operation with temperature 7, i.e.,
o(x):m%m/,. By scaling with 2, the sigmoid outputs ar-
rive at the interval [0, 1]. Again, it holds that if one point’s
feature F; is equal to the global descriptor G, s;=1.0. Note
that from Equation 5, s; o< X;(o(fi; — g;), leading to
the simple calculation of the score vector for all points as
S=sum(co(F — G),dim=1).

Point Sorter. The task of this module is to sort the points
according to their scores in a differentiable manner. For
this, we apply a Top-K operator utilising optimal trans-
port [41, 12]. We first parameterize point sorting in terms
of an optimal transport problem. We try to find a transport
plan from discrete distribution S=[s1, s2,--- , sy|7 to dis-
crete distribution B=[1,2,---, N]Z. For this, we specify
the marginals for both S and B as p=v=1, /N and further
denote C € RV*N as the cost matrix with C;; being the
cost of transporting mass from s; to b;, which is the j-th
element in B. We take the cost to be the squared Euclidean
distance, i.e., C;; = (s; — 4)2. Given this formulation, the
optimal transport problem can be formulated as:

I'* = argmin (C,T') + eh(T),
r=0 (6)
s.t., Ty = p, T 1y = v,

where (-) is the inner product, h(I')=3_,. I';; log I';; is an
entropy regularizer which can rule out the discontinuity and

obtain a smoothed and differentiable approximation to the
Top-K operator. Then the approximate optimal I'* is re-
ferred to as the optimal transport plan. Finally, by scal-
ing with NV, we obtain v*=NT" - B as the ordering of the
points, where the point with the highest score is set to 1, the
point of second biggest score to 2, and so on. This yields
the sorted/ordered point cloud P € RN*3 for the original
unordered point cloud P.

Hierarchical Contrastive Learning. Now that we have a
differentiable method for obtaining an ordered point cloud
P, the next step is to optimize this using self-supervision.
We use a hierarchical scheme inside the ordered point cloud
as a free supervision signal.

For this, we define a set of subsets with exponen-
tially increasing cardinality, i.e., C={cy }}"_,, with |cy, |=06F,
m=1logy(N) and Vk : ¢; C ciy1. Here, 6 governs the
growth rate of the subset. The first subset contains the top
points in P, the second subset the top 62 points and so on.
We treat subsets C={cy }7*, of P as positive pairs while
negative pairs are constructed from subsets of other point
clouds. Then we naturally arrive at the following multiple-
instance NCE formulation [28]:

S exp((F(P). () /)
et e ep((F(P), F()/)

Lp(P) = —log )

where ¢ is the positive set and ¢, is the negative set for
subset ¢. f(-)=g(mp(f(-))) is a procedure consisting of
the same backbone f in the scorer network, a max-pooling
operation mp and a projection head g. It can project the
pooled features of point subsets into the shared latent space.
The overall loss used for training is simply given by:

m

L(P) = Liou(P). ®)

k=1

Due to the increasing cardinality of the subsets, the top
points will be used more often in the contrastive loss, effec-
tively scaling their importance for the total loss and leading
to scores that put the most contrastively informative points
at the top.

4. Experimental setup

Datasets. We evaluate our approach on three datasets.
ModelNet40 [39] contains 40 categories from CAD models.
We use the official split with 9,843 point clouds for training
and 2,468 for testing. As the starting and maximum set,
we uniformly sample 1,024 points from the mesh surface of
each CAD model.

3D MNIST [33] contains 6,000 raw point clouds, with each
cloud containing 20,000 points. To enrich this dataset, we
randomly select 1,024 points from each raw point cloud 10
times, resulting in a training set of size 50,000 and a test set



Base Tasks

Classification  Retrieval Reconstruction
Training data ModelNet40 ~ ModelNet40 ModelNet40
Test data ModelNet40 3D MNIST ShapeNet Core55
Base network  PointNet [31] PointNet++ [32] autoencoder [!]
Metric accuracy mAP reconstruction error

Table 1: Evaluation scheme. We evaluate across three
downstream tasks, three datasets, and three base networks.

of size 10,000, with each cloud consisting of 1,024 points.
ShapeNet Core55 [7] covers 55 object categories with
51,300 3D point clouds, with train/test sets following a
85%/15% split. We sample 1,024 points from the surface
of each model to generate the initial set of data.

Tasks and evaluation. Our method generates an ordering
of points in terms of their importance in a self-supervised
manner. Given such an ordering, we consider three dif-
ferent downstream tasks for evaluation in an efficient man-
ner: point cloud classification [3 1], retrieval [2], and recon-
struction [1]. During training, we train our self-ordering
approach on the ModelNet40 dataset without labels. Dur-
ing evaluation, we firstly train the task networks on the
corresponding test dataset as shown in Table 1 and keep
the trained task networks fixed. Then we evaluate on var-
iously sized subsets of points generated by the self-ordering
model by passing them to the frozen task networks. We re-
port classification accuracy for classification, mean Average
Precision (mAP) for retrieval, and the Chamfer distance [1]
between the reconstructed points and original points for re-
construction, denoted as reconstruction error. Table 1 sum-
marizes the evaluation tasks, test datasets, base networks for
task and evaluation metrics.

Implementation details. For the Point Scorer network,
we utilize a vanilla PointNet without any transformation
layers (see Appendix for architectural details). We set the
feature dimension size D to 2,048, instead of the default
1,024. We vary the exact shape of the sigmoid function
o(-) by scaling the input with a temperature 7 (Equation 5).
Unless otherwise noted, 7=0.5. The Point Sorter is imple-
mented using Sinkhorn-Knopp optimal transport, where en-
tropy regularisation parameter e=0.1. The backbones in the
Hierarchical Contrastive Learning share weights with the
backbone in the Point Scorer network for passing informa-
tion and efficiency. A 2-layer MLP projection head projects
all subset representations to a 128-dimensional latent space
for self-supervised contrastive learning. We set the subset
control factor /=2 and the temperature ¢ in the NCE Loss
function (Equation 7) as 0.7.

Training regime. We train our self-ordering model, in-
cluding the backbone, from scratch without any labels. We
use a batch size 128 for 250 epochs unless otherwise noted,
and use the AdamW optimizer [21] with weight decay 1le—5
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Figure 3: Subset size controller . We evaluate for the
classification task on ModelNet40. 6 controls the size of the
subsets for the Hierarchical Contrastive Learning. Having
more subsets with a slower growth such as for /=2 yields
superior performances without kinks at powers of 6.

and initialize the learning rate to 1e—4 and decay the learn-
ing rate with the cosine decay schedule [26] to zero. Train-
ing on four Nvidia GTX 1080TI GPUs takes around 12
hours. Code is included in the supplementary materials.

5. Results
5.1. Ablation study

Subset size controller §. The primary hyperparameter in
our approach is the growth rate of the subsets on which
the self-supervised contrastive loss are applied. We eval-
uate its influence from two (smallest growth) to five (largest
growth). We show the classification results on ModelNet40
using PointNet as backbone in Figure 3. We evaluate the
classification effectiveness on point subsets across differ-
ent sizes, ranging from all 1,024 points to the top 4 ranked
points. We find that most of the performance is maintained
with a cloud size from 1,024 to top 256 for all settings, in-
dicating that only a subset of points is vital for classifica-
tion. When retaining only the top 32 points, the accuracy
is 73.5% for =2, compared to 65.7%, 60.8%, 67.8% for
respectively #=3, #=4, and §=5. The higher scores for the
lowest 6 value are a consequence of splitting the point cloud
into more subsets in the Hierarchical Contrastive Learning.
We conclude that using more subsets is beneficial for self-
supervised ordering and use §=2 for all other experiments.
Sigmoid temperature 7. Next we ablate the sensitivity
of the differential approximation in the Point Scorer to the
sigmoid temperature 7. Table 2 shows results of various 7
values with evaluation for the classification task on Model-
Net40. We find that the performance of our method is quite
stable with regards to this parameter even across orders of
magnitude and find the best performance is achieved when
the sigmoid is sharpened by a small amount with 7=0.5,
and use this value for all remaining experiments.



number of points
16 32 64 128

512 722 79.2 819
524 731 79.6 824
527 733 798 82.6
S 528 735 802 827
d 529 734 798 823

co—w|y

Table 2: Sigmoid temperature 7. We evaluate for the clas-
sification task on the ModelNet40 dataset. Results are sta-
ble for 7 < 2, for all number of points. An optimal result is
obtained when 7 is set to 0.5.

number of points
D 16 32 64 128 CV params(M)

512 512 721 790 81.8 2.1 1.2
1,024 523 729 799 824 1.7 1.7
2,048 528 735 802 827 13 2.6
4,096 529 738 804 828 1.2 43

Table 3: Feature dimension size D. We evaluate for the
classification task on ModelNet40. Coefficient of Vari-
ance (CV) reflects the degree of dispersion among the point
scores. Increasing dimension size D avoids point scores to
cluster at a value of 0 and improves the performances over
all number of points, but at the expense of increased param-
eter cost. Balancing performance and parameters, we use
D=2,048 for all experiments.

Feature dimension size D. The point scores come from
the D-dimensional feature. If the dimension size D is small,
scores may degenerate to only a small subset of points with
most points approaching the score of 0. A large D helps
avoid this degeneration, however, at the expense of an in-
creased number of parameters. In Table 3, we ablate the in-
fluence of D on the trade-of between performance and the
amount of parameters. We evaluate for the classification
task on ModelNet40 and include the Coefficient of Vari-
ance (CV), which reflects the degree of dispersion among
the point scores. A high CV value means the points may
aggregate around some lower score values. When dimen-
sion size D grows from 512 to 4,096, the CV value shrinks
and performance increases. However, the CV gap between
dimension of 2,048 and that of 4,098 is quite small, i.e.,
1.3 vs. 1.2, and downstream performances are also close
between the two dimension sizes, i.e., 82.7 vs. 82.8 when
using the top 128 points. However, the parameters increase
by 65% from dimension size 2,048 to 4,096. Hence, we
prefer to use 2,048 as the default value for the feature di-
mension size.

Different point scoring methods. We tried three differ-
ent methods to score the points: (i) we use a max-pooling
operation on the feature map along the feature dimension,

number of points
16 32 64 128

scoring by max-pooling 363 51.6 66.2 73.7
scoring by sum 436 647 733 764
proposed Point Scorer 528 73,5 80.2 827

Table 4: Different point scoring methods. We evaluate
on classification for ModelNet40. Among three different
methods our proposed Point Scorer module produces the
point scores leading to the best point cloud ordering.

number of points

sharing weights 16 32 64 128

backbone no 484 706 783 8l.6
yes 528 735 802 827
head no 517 725 794 821
yes 528 735 802 827

Table 5: Sharing weights in backbones and projection
heads. We evaluate on classification and ModelNet40. We
compare between sharing or not sharing weights for both
backbones and projection heads. The result shows sharing
weights both in backbones and in projection heads benefits
our self-ordering module.

Top #pts from 1,024 time memory

Training #pts 16 32 64 128 (hour) (GB)

random selection - 84 173 299 55.1 - -
self-ordering 256 504 715 789 813 5.1 22
self-ordering 512 517 726 79.6 821 9.7 3.7
self-ordering 1,024 528 735 802 827 12.3 6.1

Table 6: Scalability of ordering ability. We evaluate the
classification task on ModelNet40 by varying the number
of input points for our self-supervised training and selecting
top points for evaluation from the 1,024-sized point cloud.

and obtain the max value of each point as point score; (ii)
we use the sum of the feature value of each point as score;
(iii) our proposed scorer (Section 3). Results for classifica-
tion on ModelNet40 in Table 4 show our proposed scorer
produces point scores with the best point cloud ordering.

Sharing weights. In Table 5 we compare between shar-
ing and not sharing weights for the backbones (i.e. for
the Point Scorer and Hierarchical Contrastive Learning and
within the Hierarchical Contrastive Learning between dif-
ferent projection heads for the different subsets. We find
that in both cases, sharing weights benefits point order
learning, with the largest increase coming from a shared
backbone between the scorer and the self-supervised loss
module. This is likely because similar features are required
for both tasks and sharing weights encourages more general
features to be favored and reinforced.
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Figure 4: Comparison on classification. The instance clas-
sification accuracy is evaluated on consistent point numbers
from all 1,024 points to the top 4 points. Our self-ordering
method outperforms other ordering alternatives across all
point numbers, including a fully-supervised alternative.

Scalability of ordering ability. We analyze the scalabil-
ity of our approach in Table 6. We train self-ordering on
point clouds of 256, 512 and 1,024 points and order point
clouds containing 1,024 points in testing. The results re-
main stable, which demonstrates that self-ordering trained
on small point clouds can generalize to order bigger point
clouds. This enables ordering big point clouds with limited
run time and GPU memory storage.

5.2. Benchmarks

We compare to three other methods able to obtain sub-
sets of point clouds. First, a baseline based on random point
selection [31]; Second, a baseline based on Farthest Point
Sampling (FPS) [24, 30, 32], which starts from a random
point in the cloud, and iteratively selects the farthest point
from the selected points; Third, a fully supervised point
sorter proposed by Lang et al. [22]. Note that different from
Lang et al., we rely on self-supervision without the need
for any cloud class labels or point-wise annotations prior to
generating the ordering.

Classification. In Figure 4, we show the comparison for
classification on ModelNet40. We find our approach consis-
tently outperforms the alternatives, independent of the num-
ber of points sampled for the downstream task. We even
improve over the supervised point sorting by Lang et al.

Retrieval. Figure 5 presents the comparison for retrieval
on 3D MNIST. We experiment on retrieval from all points
to the top 8 points based on various orderings. We observe
considerably better performance when applying our self-
ordering across all point numbers. For example, at top 8
points, we can achieve 39.6% mAP, above the performance
of 35.5% obtained by the supervised method by Lang et al.
Reconstruction. In Figure 6 we compare self-ordering
with the three alternatives on the reconstruction task. A
complete point cloud is reconstructed from the top 128
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Figure 5: Comparison on retrieval. We measure retrieval
mAP from all 1,024 points to the top 8 points based on
the orderings. Our self-ordering performs better than the
other three ordering methods independent of the number of
points.
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Figure 6: Comparison on reconstruction. We reconstruct
from subsets of points selected by the orderings. From
the top 128 points to the top 16 points, our self-ordering
achieves a lower error compared to the alternatives.

points up to the top 16 points based on the orderings. Our
self-ordering achieve the lowest error across almost all point
numbers, except for the top 24 and top 21 points, where the
supervised method by Lang et al. overtakes self-ordering
(104 vs. 10.3 and 11.9 vs. 11.4). In Figure 7, we show
two examples of reconstructed point clouds from only 64
selected points, as provided by our self-ordering and the
supervised ordering of Lang et al. We observe our top
64 points seem to pay more attention to the salient parts
of objects compared with the top 64 points from the or-
dering of Lang er al. And, our reconstructed shapes are
closer to the original shapes. The reconstructed chair of
Lang et al. becomes more square compared to the origi-
nal round chair, while our reconstruction maintains curved
edges. The reconstructed airplane of Lang et al. has fuzzier
edges compared with the original airplane cloud while our
reconstructed airplane retains a sharp shape. The result fur-
ther demonstrates the reconstruction ability of our method



64 points (orange) reconstruction

Lang et al.

64 points (green)

1,024 points

reconstruction

self-ordering original cloud

Figure 7: Qualitative reconstruction results. We show our ability to recover the full, 1,024 points from only 64 points and
the reconstruction from the supervised subset of Lang et al. Our top 64 points (green points) seem to pay more attention

to the salient parts of objects compared with the top 64 points (

) from the ordering of Lang et al. (highlight

in red circle). This is reflected by the overall better reconstructions from our points when compared to the original. Further

qualitative results are provided in the Appendix.

number of points

scenario 16 32 64 128

Classification (accuracy)
random selection - 84 17.3 299 55.1
self-ordering base 52.8 735 80.2 82.7
zero-shot 50.5 71.8 79.0 82.2
Retrieval (mAP)
random selection - 8.8 17.7 304 503
self-ordering base 545 59.0 622 64.7
zero-shot 52.9 583 614 64.0
Reconstruction (error)
random selection - 328 170 99 73
base 144 84 73 69

self-ordering zero-shot 15.1 89 7.7 7.0

Table 7: Zero-shot transfer. We remove overlapping
classes between training data and test data for the zero-shot
scenario. The performance remains competitive when eval-
uating in this zero-shot point ordering scenario across three
tasks and three datasets, demonstrating the generalization
ability of our self-ordering.

compared to the supervised alternative.

Zero-shot transfer. Finally, we evaluate the transfer per-
formance of our self-ordering network. For this, we train

on one dataset and evaluate the quality of the ordering of
points it generates for a different dataset. We artificially
create dataset splits that do not share common classes. To
be precise, for ModelNet40 we generate a random 30/10-
classes split. For the retrieval and reconstruction tasks, we
remove the overlapping classes between the training and
test datasets. All class splits are listed in the Appendix. Ex-
periments across three tasks and three datasets in Table 7
show that the performances of the top points remain high
even after removing the overlapping classes between the
training and testing data. This shows that the self-ordering
network has learned general features that can be used to
transfer in a zero-shot fashion to unseen classes.

6. Conclusion

In this paper we tackled the problem of ordering points
in a 3D point cloud such that their ranking can be used
for selecting smaller subsets whilst retaining performance.
For this, we proposed a novel method that utilises self-
supervision to train a differentiable point orderer and eval-
uated its performance across three downstream tasks and
datasets. The result is a principled, yet simple method that
surpasses previous point selection heuristics by a large mar-
gin and even outperforms a supervised counterpart and en-



ables ordering big point clouds in compute- and memory-
constrained environments, showing the large potential that
exists for self-supervised learning in point clouds.
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