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Abstract

In contrastive self-supervised learning, the common way
to learn discriminative representation is to pull different
augmented “views” of the same image closer while pushing
all other images further apart, which has been proven to
be effective. However, it is unavoidable to construct unde-
sirable views containing different semantic concepts during
the augmentation procedure. It would damage the semantic
consistency of representation to pull these augmentations
closer in the feature space indiscriminately. In this study, we
introduce feature-level augmentation and propose a novel
semantics-consistent feature search (SCFS) method to miti-
gate this negative effect. The main idea of SCFS is to adap-
tively search semantics-consistent features to enhance the
contrast between semantics-consistent regions in different
augmentations. Thus, the trained model can learn to fo-
cus on meaningful object regions, improving the semantic
representation ability. Extensive experiments conducted on
different datasets and tasks demonstrate that SCFS effec-
tively improves the performance of self-supervised learning
and achieves state-of-the-art performance on different down-
stream tasks.

1. Introduction
Due to the tremendous potential in learning discrimina-

tive feature representation without using data annotations,
self-supervised learning has received much attention in the
representation learning field. Contrastive learning [4, 14], as
a type of discriminative self-supervised learning method, is
heavily studied and has shown remarkable progress in the
computer vision field in recent years. It aims at pulling dif-
ferent augmented “views” of the same image (positive pairs)
closer while pushing diverse images (negative pairs) far from
each other. To this end, a contrastive loss between the fea-
tures of different views extracted from an encoder network is
employed to train the encoder network end-to-end. Accord-
ing to whether the negative pairs are used, current contrastive
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Figure 1. Semantic inconsistency of over-augmentation. (a) shows
three augmentations of two images, in which the third augmentation
is over-augmented and contains only background. (b) shows cate-
gory probability distributions of the corresponding images in (a),
which are obtained from a supervised pre-trained ResNet50 [16]
model. (c)(d)(e) show three different samples of an image (the data-
augmented image, the original image, and the semantics-consistent
feature-augmented sample generated by Eq. 9 in this study) and
their corresponding probability distributions, which point out that
the over-augmented image generates different category with the
original image, while the feature-augmented sample gets a balanced
category probability.

learning can be generally divided into two categories.

The first category [4, 14] utilizes both positive pairs and
negative pairs for contrast. MoCo [6, 14] uses a momentum
update mechanism to maintain a memory bank of negative
examples. SimCLR [4, 5] directly trains a single encoder
network with a large batch size to ensure sufficient positive
and negative samples for learning. Based on MoCo and
SimCLR, some methods [8, 9, 13, 17, 18, 22, 32, 34, 43, 44]
are proposed to improve the performance. For example,
MSF [18], ISD [32] and NNCLR [9] aim to search semantics-
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consistent samples for contrast, solving the false negative
problem. While some studies, such as Momentum2Teacher
[22] and DCL [44], aim to solve the limitation that large
batch size is necessary for satisfactory performance.

The second category of contrastive learning methods
[1–3, 7, 11, 12, 28, 45] only constructs positive pairs for con-
trast. Based on MoCo [14] and SimCLR [4], respectively,
BYOL [12] and SimSiam [7] abandon the negative sam-
ples and use an asymmetric architecture to avoid model
collapse. SwAV [2] uses online clustering to cluster samples
and forces the consistency among cluster assignments of dif-
ferent augmentations. After that, some studies [3, 9, 17, 34]
point out that enriching the augmented samples can improve
the performance of contrastive learning. In addition, the
study in [28] shows that improving the quality of positive
augmented samples is important for self-supervised learning.

However, it is unavoidable to construct data augmen-
tations containing different semantic concepts. Fig. 1(a)
shows three augmentations of two images, in which the
third augmentation is over-augmented and contains only the
background. Fig. 1(b) shows category probability distribu-
tions of the corresponding images in (a), which are obtained
from a supervised pre-trained ResNet50 [16]. We observed
that the probability distribution of over-augmented images
changes greatly compared with the first two augmentations,
which indicates that the semantic information of the over-
augmented images deviates from the normally-augmented
images. Similar observation can be found in Fig. 1(c)(d).
The original image in (d) shows a max probability for “am-
bulance”, while the over-augmented image in (c) represents
the different category “telescope”. Due to such semantic
inconsistency, conducting contrastive learning on these over-
augmentations is harmful to representation learning. In this
study, we found that semantics-consistent feature augmenta-
tion (Fig. 1(e), generated by Eq. (9)) can balance the original
semantics “ambulance” and the over-augmented semantics
“telescope”, which can alleviate the influence of semantic
inconsistency.

Motivated by this observation, we propose a novel
semantics-consistent feature search (SCFS) method to al-
leviate the negative influence of semantic inconsistency in
contrastive learning. SCFS utilizes the global feature of a
view to adaptively search the semantics-consistent features
of another view for contrast according to their similarity. It
constructs informative feature augmentations and conducts
contrast learning between feature augmentations and data
augmentations. Thus, the pre-trained model can learn to
focus on meaningful object regions to alleviate the nega-
tive influence of unmatched semantic alignment in current
contrastive learning for better representation learning. In
addition, the feature search is conducted on multiple layers
of the backbone network, further enhancing the semantic
alignment at different scales of features. Extensive exper-

iments conducted on different datasets and tasks demon-
strate that SCFS effectively improves the performance of
self-supervised learning and achieves state-of-the-art per-
formance on different downstream tasks. For example, it
achieves state-of-the-art 75.7% ImageNet top-1 accuracy
under the pre-training setting of 1024 batch size and 800
epochs for ResNet50.

The main contributions of this study are threefold:

• A novel contrastive learning method, i.e., SCFS, is
proposed, and it can enhance semantic alignment in
contrastive learning. To our knowledge, this is the first
work that defines a feature search task in contrastive
learning.

• We expand contrastive learning from a data-to-data
manner to a feature-to-data manner, which enriches the
diversity of augmentations.

• The proposed SCFS achieves state-of-the-art perfor-
mance on different downstream tasks.

2. Related Works
Recently, some studies [21, 23, 30, 35–37, 39–42] pointed

out that the problem of semantic inconsistency is more seri-
ous for downstream dense prediction tasks, such as object
detection and instance segmentation. Therefore, these meth-
ods utilize region-level and pixel-level features for contrast.
In this study, the proposed SCFS construct feature-level aug-
mentations using dense feature maps. Therefore, this section
introduces related studies that conduct contrastive learning
using region-level and pixel-level features.

Region-level contrastive learning. SCRL [30] mini-
mizes the distance between two local features, which are
cropped from two corresponding feature maps of two views.
ReSim [39] aligns regional representations by sliding a fixed-
sized window across the overlapping area between two views
to improve the performance for localization-based tasks.
SoCo [37], ORL [41], and UniVIP [23] extract object region
proposals and use them to construct region-level features for
contrastive learning. They achieve good performance for
downstream dense prediction tasks.

Pixel-level contrastive learning. To obtain a more fine-
grained representation, several studies [35, 36, 42] design
pixel-level contrastive learning task, which assumes that
features extracted from the same pixel of different views
should be treated as positive pairs while pixels from others
must be distinguished. PixPro [42] utilizes a pixel propa-
gation module to select similar pixel features for contrast
and encourages consistency between positive pixel pairs.
DenseCL [35] proposes a dense projection head to generate
dense feature vectors for pixel-level contrastive learning. Set-
Sim [36] is designed to realize pixel-wise similarity learning
by filtering out noisy backgrounds.
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As summarized above, data augmentations bring rich
information while increasing uncertainty in contrastive learn-
ing. While methods that utilize region-level features expand
the granularity of feature representation by alleviating the
influence of noises. Unlike previous studies, our method
bridges the correlation between data and feature augmenta-
tions and extends the contrastive-based self-supervised task
to a semantics-consistent feature search task.

3. Methods

In this section, we first introduce the overall architecture
of SCFS in Sec. 3.1. Then, the contrast between data aug-
mentations is presented in Sec. 3.2. Next, the key feature
search module of SCFS is introduced in detail in Sec. 3.3.
Finally, the implementation details are presented in Sec. 3.4.

3.1. Overall Architecture

The overall architecture of SCFS is shown in Fig. 2. It
consists of an encoder and a momentum encoder. The mo-
mentum encoder is an exponential-moving-average version
of the encoder. SCFS consists of two contrastive learning
tasks: the contrast between data augmentations (Ld) and the
contrast between data augmentations and feature augmenta-
tions (Lfs).

The contrast between data augmentations. Given two
global augmentations (I1 and I2) and multiple local aug-
mentations I l of an input image, the final output feature
representations f of data augmentations are utilized to cal-
culate the contrastive loss Ld (which will be introduced in
the second subsection).

The contrast between data augmentations and fea-
ture augmentations. As introduced in Sec. 1, it is unavoid-
able to construct augmentations that contain different seman-
tic concepts during the augmentation procedure. It’s harmful
to pull these augmentations close indiscriminately in the
feature space. Therefore, we propose the SCFS (which will
be introduced in the third subsection) method to enhance the
contrast between semantics-consistent regions in different
augmentations. As shown in Fig. 2, to fully enhance the
contrast between semantics-consistent features, SCFS is em-
ployed on multiple layers of the backbone network. At the
i-th layer, SCFS utilizes the feature if l from the encoder to
search semantics-consistent feature if ′

lg on the feature map
iF ′

g from the momentum encoder. And a feature search loss
iLfs is calculated between the data augmentation if l and
the feature augmentation if ′

lg. The overall feature search
loss is the sum of all layers:

Lfs =
∑
i∈VL

iLfs (1)

where VL denotes the set of layers to conduct SCFS.

The overall loss is the sum of the contrastive loss between
data augmentations and the feature search loss:

L = Ld + Lfs (2)

3.2. Contrast Between Data Augmentations

Given a pair of global augmentations (I1 and I2) of an
input image, the feature representations of the two augmenta-
tions are used to calculate the global contrastive loss. Specif-
ically, f1 = Eθ (I1) and f ′

2 = Eθ′ (I2), where θ and θ′

are parameters of the encoder and the momentum encoder,
respectively. f1, f ′

2 ∈ RK , K is the output dimension. f1

is normalized with a softmax function:

P i
1 =

exp
(
f i1
/
τ
)∑K

k=1 exp
(
fk1
/
τ
) (3)

where τ > 0 is a temperature parameter that controls the
sharpness of the output distribution. Note that P ′2 is obtained
by normalizing f ′

2 with a similar softmax function with
temperature τ ′. I1 and I2 are fed to the momentum encoder
and encoder symmetrically, and P ′1 and P2 are obtained
respectively. Following DINO [3], the cross-entropy loss is
employed as the contrastive loss between two global views:

Lg = − (P ′2 log (P1) + P ′1 log (P2)) (4)

To enrich augmentations, the multi-crop strategy [2] is
employed. Multiple local augmentations I l is also con-
structed and fed to the encoder: f l=Eθ (I l). Pl is obtained
by normalizing f l with the softmax function with tempera-
ture τ . The contrast between local views and global views
can be calculated:

Ll =

N∑
n=1

− (P ′1 log (P
n
l ) + P ′2 log (P

n
l )) (5)

where N denotes the number of local views. Thus, the
overall loss is the sum of global loss and local loss:

Ld = Lg + Ll (6)

3.3. Semantics-Consistent Feature Search

We propose SCFS to enhance the importance of
semantics-consistent regions in different augmentations by
conducting contrast learning between data and feature aug-
mentations.

The architecture of SCFS is shown in Fig. 2. By feed-
ing the local augmentations I l to the encoder, feature maps
from different stages of the backbone ResNet50 [16] are
extracted. Specifically, the output features from different
stages, i.e., Res2, Res3 and Res4, are utilized to conduct
SCFS, ensuring that each stage of the backbone produces
discriminative features:

{
2F l,

3F l,
4F l

}
= Eθ (I l), where

3
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Figure 2. Overall architecture of the proposed semantics-consistent feature search (SCFS). It consists of an encoder and a momentum
encoder. There are two contrastive learning tasks: the contrast between data augmentations (Ld) in the final feature space and the feature
search task conducted on multiple layers (Lfs). The details of the feature search procedure is shown on the right.

iF l ∈ RW i
l×H

i
l×C

i

, W i
l , H

i
l , C

i denote the width, height
and channel dimension, respectively. Next, the global aver-
age pooling operation is conducted on each iF l in the spatial
dimensions:

if l =
1

W i
l ×Hi

l

W i
l∑

x=1

Hi
l∑

y=1

iF l (x, y, z) (7)

where if l ∈ RCi

. Meanwhile, the global augmentations
Ig (g = 1, 2) are fed to the momentum encoder to extract
feature maps from different stages:

{
2F ′g,

3F ′g,
4F ′g

}
=

Eθ′ (Ig), iF ′g ∈ RW i
g×H

i
g×C

i

, W i
g, H

i
g, C

i denote width,
height and channel dimension, respectively.

Then, based on if l and iF ′g, SCFS aims to adaptively
search the most semantics-consistent features in iF ′g for
contrast, while suppressing irrelevant features. In SCFS,
each feature if l of the local data augmentations is treated
as query, and the features iF ′g of the global augmentations
are treated as keys. The similarity between if l and iF ′g is
calculated:

A (x, y) =
if l · iF

′
g (x, y)

‖if l‖2
∥∥iF ′g (x, y)∥∥2 (8)

where A ∈ RW i
g×H

i
g is the attention map, and x =

1, . . . ,W i
g , y = 1, . . . ,Hi

g, ‖·‖2 is the L2 norm. The at-
tention mapA activates the semantics-consistent regions of
the local augmentation on the global augmentation. Thus,
the higher portion of local regions can be searched. To select
semantic features and suppress irrelevant local features, we
directly multiply the attention mapA with iF ′g to obtain the
semantics-consistent feature augmentations:

iF ′lg = A · iF ′g (9)

This operation can be regarded as attention-weighted average
pooling. Through feature search, N local data augmenta-
tions I l can search N corresponding semantics-consistent

features iF ′lg from a global data augmentation Ig. That
is, in terms of the global data augmentation, N different
features are constructed in the feature space through the
feature search procedure. Therefore, we term the searched
semantics-consistent features iF ′lg as feature-level augmen-
tations. After SCFS, the feature augmentation iF ′lg only
contains region-level features which are semantic-related to
the local augmentation iF l.

Next, iF l and iF ′lg are fed to corresponding projection
heads to obtain their final representations for contrast:{

if l = Hi

(
iF l

)
if ′lg = H ′i

(
iF ′lg

) (10)

where Hi and H′i denote the projection heads on the i-th
layer of the encoder and the momentum encoder, respectively.
if l and if ′lg are normalized with softmax function with
temperature τ and τ ′, respectively, as the same formulation
in Eq. (3). The corresponding output probability iPl and
iP ′lg are employed to calculate the contrast loss between
local data augmentations and feature augmentations:

iLfs =

2∑
g=1

N∑
n=1

−
(
iP ′lg log

(
iPn

l

))
(11)

Through SCFS, the contrast between feature augmenta-
tions and data augmentations is bridged. The model can
adaptively search the semantics-consistent features for con-
trast. Therefore, it can enhance the importance of semantics-
consistent regions in different augmentations, alleviating
the uncertainty in contrastive learning introduced by data
augmentations that contain different semantic concepts.

3.4. Implementation Details

SCFS is based on DINO [3] and we follow the most
hyper-parameter settings of DINO. For a fair comparison,
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the standard ResNet50 [16] is employed as the backbone
network in all experiments.

For data augmentation, the global augmentations con-
sist of random cropping, resizing to 224 × 224, random
horizontal flip, gaussian blur, and color jittering. And the
local augmentations consist of random cropping, resizing to
96× 96, random horizontal flip, gaussian blur, and color jit-
tering. For feature augmentations in SCFS, the Res2, Res3,
and Res4 layers are used. Two global views with N = 8
local views are the default setting of augmentation.

The projection head for the contrast between data aug-
mentations consists of a four-layer multi-layer-perceptron
(MLP) with the same architecture as DINO [3]. The projec-
tion head for feature search consists of three convolutional
layers and two FC layers.

The Pytorch-style pseudocode of SCFS is shown in Algo-
rithm 1. For simplification, we only show one local augmen-
tation and the i-th layer for feature search.

4. Experiments
In this section, comprehensive experiments are conducted

to demonstrate the effectiveness of SCFS. We evaluate the
performance on different downstream tasks, including Ima-
geNet classification, object detection, instance segmentation,
and other classification task on small datasets. In addition,
we conduct ablation experiments to analyze the influence of
each component in SCFS.

4.1. Comparing with SSL methods on ImageNet

k-NN and Linear Probing Accuracy on ImageNet. Af-
ter pre-training on the ImageNet ILSVRC-2012 [31] training
set, the pre-trained models are evaluated on the ImageNet
ILSVRC-2012 validation set. For k-NN, it is evaluated as
in study [38]. For linear probing, we train a linear classifier
from scratch based on the feature extracted by a fixed back-
bone with 100 epochs [14]. The top-1 accuracy is adopted
as the evaluation metric.

The results are reported in Table 1. With the standard
ResNet50 [16] architecture and pre-trained with 256 batch
size for 200 epoch, the proposed SCFS achieves the best k-
NN top-1 accuracy 65.5% and the best linear probing top-1
accuracy 73.9%, outperforming its baseline DINO [3] by
1.5% and 0.9%, respectively. In addition, with 1024 batch
size and 800 epoch, SCFS achieves the best k-NN accuracy
(68.5%) and linear probing accuracy (75.7%), outperform-
ing the accuracy of DINO [3] trained with 4080 batch size
for 800 epoch. This result demonstrates that SCFS can im-
prove the representation learning performance by searching
semantics-consistent features for contrast.
Semi-Supervised Learning on ImageNet. In this part, we
evaluate the performance of SCFS under the semi-supervised
setting. Specifically, we use 1% and 10% of the labeled train-
ing data from ImageNet [31] for finetuning, which follows

Algorithm 1 PyTorch-style pseudocode of SCFS.

# es, et: encoder and momentum encoder networks
# hs_i, ht_i: head on the layer-i for feature search of

the encoder and momentum encoder
# C, Ci: centers
# tps, tpt: temperatures
# l, m: network and center momentum rates
et.params = es.params
for I in loader: # load a minibatch I with n samples

I1, I2 = augment(I), augment(I) # global views
Il = augment(I) # multiple local views
# encoder output
s1, _, = es(I1)
s2, _, = es(I2)
sl, Sl_i = es(Il)
# momentum encoder output
t1, T1_i = es(I1)
t2, T2_i = es(I2)
# feature search
sl_i_1, t1_i = FS(Sl_i, T1_i, hs_i, ht_i)
sl_i_2, t2_i = FS(Sl_i, T2_i, hs_i, ht_i)
# contrastive loss for data augmentation
loss_g = H(t1, s2, C)/2 + H(t2, s1, C)/2
loss_l = H(t1, sl, C)/2 + H(t2, sl, C)/2
loss_d = loss_g + loss_l
# feature search loss
loss_fs = H(t1_i, sl_i_1, Ci)/2 + H(t2_i, sl_i_2, Ci
)/2
# total loss
loss = loss_d + loss_fs
loss.backward() # back-propagate
# encoder, momentum encoder and center updates
update(es) # SGD
et.params = l*et.params + (1-l)*es.params
C = m*C + (1-m)*cat([t1, t2]).mean(dim=0)
Ci = m*Ci + (1-m)*cat([t1_i, t2_i]).mean(dim=0)

def H(t, s, C):
t = t.detach() # stop gradient
s = softmax(s / tps, dim=1)
t = softmax((t - C) / tpt, dim=1) # center + sharpen
return - (t * log(s)).sum(dim=1).mean()

def FS(t, s, hs, ht):
t = t.detach() # stop gradient
s = gap(s, dim=(1,2)) # gap
s = normalize(s, dim=1) # l2-normalize
t = normalize(t, dim=3) # l2-normalize
a = (s*t).sum(dim=3) # similarity
s = a*s
return hs(s), ht(t)

the semi-supervised protocol in SimCLR [4]. The same
splits of 1% and 10% of ImageNet labeled training data in
SimCLRv2 [5] are used.

The results are reported in Table 2. After finetuning using
1% and 10% training data, SCFS outperforms all the com-
pared methods. The results demonstrate that SCFS achieves
the best feature representation quality.

4.2. Transfer Learning on Downstream Tasks

Object Detection and Instance Segmentation. In this
part, we evaluate the representations of SCFS on dense pre-
diction tasks, i.e., object detection and instance segmenta-
tion, on mainstream datasets PASCAL VOC [10] and MS
COCO [24] datasets. On the PASCAL VOC dataset [10], the
trainval07+12 set is used as the training set, and the test2007
set is used as the test set. Following [37], Faster R-CNN
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Method Batch Size Epochs LP k-NN

Supervised 256 100 76.2 74.8
SimCLR [4] 4096 1000 69.3 -
BYOL [12] 4096 1000 74.3 66.9
BYOL [12] 4096 200 70.6 -
SwAV [2] 4096 800 75.3 -
SwAV [2] 256 200 72.7 -
MoCo-v2 [14] 256 200 67.5 54.3
SimSiam [7] 256 200 70.0 -
ISD [32] 256 200 69.8 62.0
MSF [18] 256 200 71.4 64.0
NNCLR [9] 4096 200 70.7 -
Barlow Twins [45] 2048 1000 73.2 -
VICReg [1] 2048 1000 73.2 -
OBoW [11] 256 200 73.8 -
DCL [44] 256 200 66.9 -
CLSA [34] 256 200 73.3 -
AdCo [17] 256 200 73.2 -
DetCo [40] 256 200 68.6 -
UniVIP [23] 4096 200 73.1 -
HCSC [13] 256 200 73.3 -
MoCo-v3 [8] 4096 300 72.8 -
MoCo-v3 [8] 4096 1000 74.6 -
DINO* [3] 256 200 73.0 64.0
DINO [3] 4080 800 75.3 67.5
SCFS 256 200 73.9 65.5
SCFS 1024 800 75.7 68.5

Table 1. Linear probing and k-NN accuracy (%) on ImageNet. The
result with “*" is reproduced for fair comparison. LP denotes linear
probing. Bold font and underline indicate the best results under the
setting of 256 batch size and 200 epochs and the setting of 1024
batch size and 800 epochs, respectively.

Method Batch Size Epochs Top-1 Top-5
1% 10% 1% 10%

Supervised [46] 256 90 25.4 56.4 48.4 80.4
SimCLR [4] 4096 1000 48.3 65.6 75.5 87.8
BYOL [12] 4096 1000 53.2 68.8 78.4 89.0
SwAV [2] 4096 800 53.9 70.2 78.5 89.9
DINO [3] 4080 800 50.2 69.3 74.0 89.1
SCFS 1024 800 54.3 70.5 78.6 90.2

Table 2. Evaluation on small labeled ImageNet. Bold font indicates
the best result.

detector [29] with the ResNet50-C4 backbone initialized by
the self-supervised pre-trained model is trained end-to-end.
On the COCO dataset, the train2017 set is used for train-
ing and the val2017 set is used for evaluation. The Mask
R-CNN [15] with R50-FPN is used. The APb, APb

50 and

Method Epochs APb APb
50 APb

75

Scratch - 33.8 60.2 33.1
Supervised 90 53.5 81.3 58.8
SimCLR [4] 1000 56.3 81.9 62.5
BYOL [12] 300 51.9 81.0 56.5
SwAV [2] 400 45.1 77.4 46.5
DINO [3] 800 55.9 82.1 62.3
SCFS 800 57.4 83.0 63.6

Table 3. Results for PASCAL VOC object detection using Faster
R-CNN [29] with ResNet50-C4. Bold font indicates the best result.

APb
75 metrics are used for object detection. While the APs,

APs
50 and APs

75 metrics are used for instance segmentation.
The experimental results are shown in Table 3 and Table

4. SCFS achieves best performance on the two datasets.
For example, on VOC, SCFS achieves 57.4% APb, 83.0%
APb

50 and 63.6% APb
75. The APb of SCFS outperforms its

baseline DINO by 1.5%. These results shows that SCFS also
has good transfer ability on dense prediction tasks.
Other Classification Tasks. In this part, we focus on the
performance of self-supervised models when they are fine-
tuned on small datasets, including CIFAR [20] and fine
grained datasets [19, 26, 27, 33]. The results are shown in
Table 5. The proposed SCFS shows the best performance
on all the small datasets, which demonstrates that SCFS has
good generalization ability.

4.3. Pre-training on Uncured Dataset

The proposed SCFS can solve the problem of semantic
inconsistency during pre-training, which is important when
pre-training on uncured datasets since this problem is more
serious. To verify this, we pre-train SCFS and DINO on
COCO [24], which is much more uncured than ImageNet.
The same hyper-parameters used on ImageNet are applied to
train the models with 512 batch size for 500 epochs. After
pre-training, we fine-tune the pre-trained models on COCO
for object detection and instance segmentation. The Mask
R-CNN [15] with R50-FPN is used. As shown in Table
6, SCFS improves the performance significantly compared
to its baseline DINO. In addition, when compared to other
dense pixel-level and region-level methods, such as DenseCL
[35] and ORL [41], SCFS also achieves the best performance.
This experiment verifies that SCFS can effectively solve the
problem of semantic inconsistency during pre-training.

4.4. Ablation Studies

We analyze the influence of each component in SCFS.
To speed up the training time, the ImageNet100 dataset,
which contains 100 randomly selected categories from Im-
ageNet [31], is adopted. All the models are pre-trained on
the ImageNet100 training set with 256 batch size for 200
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Method Epochs 1×schedule 2×schedule
APb APb

50 APb
75 APs APs

50 APs
75 APb APb

50 APb
75 APs APs

50 APs
75

Scratch - 31.0 49.5 33.2 28.5 46.8 30.4 38.4 57.5 42.0 34.7 54.8 37.2
Supervised 90 38.9 59.6 42.7 35.4 56.5 38.1 41.3 61.3 45.0 37.3 58.3 40.3

MoCo [14] 200 38.5 58.9 42.0 35.1 55.9 37.7 40.8 61.6 44.7 36.9 58.4 39.7
MoCo v2 [6] 200 40.4 60.2 44.2 36.4 57.2 38.9 41.7 61.6 45.6 37.6 58.7 40.5
BYOL [12] 300 40.4 61.6 44.1 37.2 58.8 39.8 42.3 62.6 46.2 38.3 59.6 41.1
SwAV [2] 400 - - - - - - 42.3 62.8 46.3 38.2 60.0 41.0
ReSim-FPNT [39] 200 39.8 60.2 43.5 36.0 57.1 38.6 41.4 61.9 45.4 37.5 59.1 40.3
SetSim [36] 200 40.2 60.7 43.9 36.4 57.7 39.0 41.6 62.4 45.9 37.7 59.4 40.6
DenseCL [35] 200 40.3 59.9 44.3 36.4 57.0 39.2 41.2 61.9 45.1 37.3 58.9 40.1
DSC [21] 200 39.4 58.9 43.2 35.7 56.1 38.3 - - - - - -
HSA [43] 800 40.2 60.9 43.9 36.5 57.9 39.1 42.2 63.0 46.1 38.1 59.9 40.9
DetCo [40] 800 40.1 61.0 43.9 36.4 58.0 38.9 - - - - - -
ORL* [41] 800 40.3 60.2 44.4 36.3 57.3 38.9 - - - - - -
DINO [3] 800 40.0 61.6 43.4 36.5 58.6 39.1 41.9 62.6 46.0 37.8 59.7 40.6
SCFS 800 40.5 61.8 44.0 36.7 58.8 39.2 42.1 63.4 46.1 38.1 60.2 41.0

Table 4. Object detection and instance segmentation on COCO using Mask R-CNN [15] with ResNet50-FPN. Bold font indicates the best
result.

Method CIFAR-10 CIFAR-100 CUB-Bird Stanford-Cars Aircraft Oxford-Pets
Supervised 97.5 86.4 81.3 92.1 86.0 92.1
SimCLR [4] 97.7 85.9 – 91.3 88.1 89.2
BYOL [12] 97.8 86.1 – 91.6 88.1 91.7
DINO [3]* 97.7 86.6 81.0 91.1 87.4 91.5
SCFS 97.8 86.7 82.7 91.6 88.5 91.9

Table 5. Transfer learning results from ImageNet with the standard ResNet50 [16]. * denotes the results are reproduced in this study. Bold
font indicates the best result.

Method Pre-train APb APb
50 APb

75 APs APs
50 APs

75

Scratch - 31.0 49.5 33.2 28.5 46.8 30.4
Supervised ImageNet 38.9 59.6 42.7 35.4 56.5 38.1
SimCLR [4] COCO 37.0 56.8 40.3 33.7 53.8 36.1
MoCov2 [6] COCO 38.5 58.1 42.1 34.8 55.3 37.3
BYOL [12] COCO 39.5 59.3 43.2 35.6 56.5 38.2
DenseCL [35] COCO 39.6 59.3 43.3 35.7 56.5 38.4
ORL [41] COCO 40.3 60.2 44.4 36.3 57.3 38.9
UniVIP [23] COCO 40.8 - - 36.8 - -
DINO [3] COCO 39.0 59.6 42.9 35.6 56.8 38.0
SCFS COCO 40.9 61.6 44.4 36.9 58.4 39.5

Table 6. Pre-training and than Fine-tuning on COCO using Mask
R-CNN [15] with ResNet50-FPN and 1× schedule. All models
pre-trained on COCO are pre-trained with 512 batch size for 800
epochs. Bold font indicates the best result.

epoch, and tested on the validation set. The k-NN and linear
probing top-1 accuracy are used as the evaluation metrics.
Influence of Different Contrast Modes. The contrast

mode can be divided into three types: contrast between two
global data augmentations used in all contrastive learning
methods (Gd2Gd); contrast between local data augmenta-
tions and global data augmentations used in multi-crop strat-
egy (Ld2Gd); and contrast between local data augmentations
and local feature augmentations used in SCFS (Ld2Lf ).

The results are shown in Table 7. With multi-crop, DINO
[3] (81.1%) improves accuracy by 3.0% compared to DINO
without multi-crop baseline. SCFS (84.8%) further improves
accuracy by 3.7% by introducing a contrast between local
data augmentation and local feature augmentation. Some
attention maps of SCFS and DINO are shown in Fig. 3.
SCFS can more accurately focus on semantics-consistent
regions between global view and local views, while DINO
is easily influenced by background.

We also add multi-layer feature contrastive learning on
DINO. The result in Table 7 (the “DINO w ML" row) verifies
the improvements of SCFS are not totally owed to multi-
layer contrast.

In addition, we directly crop the corresponding region of
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Contrast Mode Gd2Gd Ld2Gd Ld2Lf Gd2Gf k-NN LP
DINO w/o MC X 78.1 83.7
DINO X X 81.1 87.0
DINO w ML X X 82.2 87.4
SCFS X X X 84.8 89.2
ROI Crop X X X 83.9 88.1
SCFS w/o MC X 79.7 86.3

Table 7. Influence of different contrast modes. MC, ML, and LP
denote multi-crop, multi-layer, and linear probing, respectively.

Res2 Res3 Res4 k-NN Linear Probing
X 82.0 86.1
X X 84.3 87.5
X X X 84.8 89.2

Table 8. Influence of different feature augmentation layer.

local augmentation on the feature map of global augmen-
tation for contrastive learning. As shown in Table 7, this
variant (ROIAlign) of SCFS also outperforms the DINO
baseline, which shows that the directly cropped features are
also beneficial for contrastive learning. And the ROIAlign
variant of SCFS achieves lower accuracy than SCFS, demon-
strating that the soft feature search in SCFS is better than the
hard ROIAlign since ROIAlign may damage the continuous
semantic context of the feature map.

Further, we also test the performance of SCFS under the
setting without multi-crop. That is, the feature search is
conducted between two global data augmentations. We term
this contrast mode as Gd2Gf . As shown in the “SCFS w/o
MC" row, SCFS also improves the performance compared
to its baseline (the “DINO w/o MC" row), which proves
that SCFS is also helpful in solving the semantic inconsis-
tency caused by other augmentations, not only the multi-crop
augmentation strategy.
Influence of Multi-Layer Contrast. The influence of the
feature layer that is used for feature search is analyzed. The
Res2, Res3 and Res4 in the ResNet50 [16] backbone are
evaluated. As shown in Table 8, the performance improves
with the increase of feature layer numbers, which demon-
strates that conducting feature search on more layers is help-
ful for representation learning.

Further, we evaluate the k-NN accuracy using feature
maps from different layers to observe the influence of fea-
ture search on the representation of middle layers. We also
choose the features extracted by the Res2, Res3 and Res4
layer of ResNet50. The results are shown in Fig. 4. Com-
pared with DINO [3], SCFS achieves better performance
with features from all middle layers on ImageNet100, which
verifies that enhancing the semantic consistency can improve
the semantic representation of shallow layers. Compared

(a) (b) (a) (a)(b) (b)

(c) (d) (c) (c)(d) (d)

(e) (f) (e) (e)(f) (f)

Figure 3. Attention maps of SCFS (the third row) compared with
DINO [3] (the second row). In each example, (a) shows a global im-
age, and its four local images in (b) are constructed by 2× 2 jigsaw.
(d) and (f) show the attention maps that highlight the semantics-
consistent regions between the local images in (b) and the global
image in (a). They are obtained by multiplying the globally average
pooled feature maps from the encoder (Res4) of the local images in
(b) with the feature map (Res4) of the global image in (a). And the
encoder is the trained DINO ResNet50 model and SCFS ResNet50
model in (d) and (f), respectively. (c) and (e) show the mean atten-
tion maps of DINO and SCFS respectively, which are obtained by
multiplying the mean globally average pooled feature map of the
four local images in (b) with feature map of the global image in (a).
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Figure 4. The k-NN accuracy of features from different layers.

with supervised learning, SCFS model has higher perfor-
mance on res2 and res3 layer, which shows that SCFS is
more advantageous in the shallow layer feature representa-
tion.
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Figure 5. Influence of local augmentation number.
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Method Backbone Batch Size Epochs k-NN LP

DINO R101 256 200 81.0 86.3
SCFS R101 256 200 85.1 88.3
DINO ViT-S 256 200 75.0 80.4
SCFS ViT-S 256 200 76.3 81.0
DINO ViT-B 256 200 76.2 80.7
SCFS ViT-B 256 200 77.2 82.3

Table 9. Experiments on other backbones. LP denotes linear prob-
ing.

Influence of Local Augmentation Number. In this part,
we analyze the performance difference with the change of
local augmentation numbers. The results are shown in Fig.
5. The performance of DINO and SCFS is steadily improved
when adding more local augmentations for contrast. In addi-
tion, SCFS improves the performance under different local
augmentation numbers, which demonstrates that semantics-
consistent feature search is helpful to alleviate the influence
of semantics inconsistent data augmentations.
Experiments on Other Backbones. In this part, we con-
duct experiments on other backbones to further evaluate the
effectiveness of SCFS. Apart for the default Reset50 used
in other experiments, ResNet101 and Vision Transformer
(ViT-S and ViT-B) are tested. The results are shown in Table
9. SCFS achieves significant improvement on different back-
bones compared to its baseline DINO, which demonstrates
that SCFS is applicable to different backbones.

5. Conclusions

In this study, we aim to alleviate the problem of un-
matched semantic alignment in current contrastive learning
by expanding the augmentations from data space to feature
space. The proposed semantics-consistent feature search
(SCFS) adaptively searches semantics-consistent local fea-
tures between different views for contrast, while suppressing
irrelevant local features during pre-training. It conducts
contrast learning between feature augmentation and data
augmentation. The experimental results demonstrate that
SCFS can learn to focus on meaningful object regions and
effectively improve the performance of self-supervised learn-
ing. The feature search procedure in SCFS is learnable
parameter-free. We will utilize the self-attention mechanism
in Transformer to perform the feature search procedure to
further boost its performance in future work.
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Appendix

A. Hyper-parameters Setting
During the pretraining procedure, we follow the most

hyper-parameters setting of DINO [3]. The SGD optimizer
is used and the learning rate is linearly warmed up to its
base value during the first 10 epochs. The base learning
rate is set according to the linear scaling rule: lr = 0.1 ×
batchsize/256. After the warm-up procedure, the learning
rate is decayed with a cosine schedule [25]. The weight
decay is set to 1e− 4. For the temperatures, τ is set to 0.1,
and a linear warm-up from 0.04 to 0.07 is set to τ ′ during the
first 50 epochs. Following DINO [3], the centering operation
is applied to the output of the momentum encoder to avoid
collapse. For data augmentation, the global augmentations
consist of random cropping (with a scale of 0.14-1), resizing
to 224×224, random horizontal flip, gaussian blur, and color
jittering. And the local augmentations consist of random
cropping (with a scale of 0.05-0.14), resizing to 96 × 96,
random horizontal flip, gaussian blur, and color jittering. 2
global views with N = 8 local views are the default setting
of augmentation.

During the linear probing procedure, we evaluate the
representation quality with a linear classifier. The linear
classifier is trained with the SGD optimizer and a batch size
of 1024 for 100 epochs on ImageNet. Weight decay is not
used. For data augmentation, only random resizes crops and
horizontal flips are applied.

B. Projection Head
There are two kinds of projection heads in SCFS. The

projection head for the contrast between data augmentations
consists of a four-layer MLP with the same architecture as
DINO [3]. As shown in Fig. S1 (a), the hidden layers are
with 2048 dimension and are with gaussian error linear units
(GELU) activations. After the MLP, a L2 normalization
and a weight normalized FC layer with K (K = 65536)
dimension are applied.

The projection head for feature search consists of three
convolutional layers and two FC layers. The detailed archi-
tecture is shown in Fig. S1 (b). To make the feature search
loss easy to backward, the residual connection is applied to
the three convolutional layers. After global-averaged pool-
ing, two FC layers are applied to project features to the out-
put dimension. Note that the output dimension is set to 256,
which achieves good performance in all the experiments.

C. Training Time
We test the training times on a machine with 8 NVIDIA

GeForce RTX 2080Ti GPUs. As shown in Tab. S1, compared
to the baseline DINO [3], the extra computational time of
SCFS increases by 30%.
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Figure S1. Architecture of the projection heads in SCFS. (a) pro-
jection head for the contrast between data augmentations; (b) pro-
jection head for feature search.

Table S1. Training Time.

Method Batch Size Epochs Time

DINO 256 200 147h
SCFS 256 200 192h

D. More Visualization Results
We visualize the attention maps of SCFS between lo-

cal images and corresponding global image. As shown in
Fig. S2, SCFS can accurately focus on semantics-consistent
regions between global images and local images. According
to the different semantic concepts inputs, consistent semantic
information can be searched on the global feature.

Furthermore, we also visualize the attention maps be-
tween local images and another image that contains objects
with the same category. As shown in Fig. S3, the attention
maps show that the semantics-consistent regions between
different images are also activated. When the background
images are input, the global images are no longer activated
incorrectly, which achieves the contrastive noise mitigation
and demonstrates the effectiveness of SCFS.
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(b)

(c)

(b)

(a)

(a) (c)

(b)

(a) (c)

(b)

(a) (c)

Figure S2. Attention maps of SCFS between local images and corresponding global image. In each example, (a) shows a global image, (b)
shows six local augmentations of the global image, and (c) shows the attention maps that highlight the semantics-consistent regions between
the local images in (b) and the global image in (a), which are obtained by multiplying the globally average pooled feature maps from the
encoder (Res4) of the local images in (b) with the feature map (Res4) of the global image in (a).
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(b)
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(a)

Figure S3. Attention maps of SCFS between local images and another image that contains objects with the same category. In each example,
(a) shows an image that contains objects with the same category in (b), (b) shows six local augmentations of a global image, and (c) shows
the attention maps that highlight the semantics-consistent regions between the local images in (b) and the image in (a), which are obtained
by multiplying the globally average pooled feature maps from the encoder (Res4) of the local images in (b) with the feature map (Res4) of
the image in (a).
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