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Abstract

Current semi-supervised object detection (SSOD) algo-
rithms typically assume class balanced datasets (PASCAL
VOC etc.) or slightly class imbalanced datasets (MS-
COCO, etc). This assumption can be easily violated since
real world datasets can be extremely class imbalanced in
nature, thus making the performance of semi-supervised ob-
ject detectors far from satisfactory. Besides, the research
for this problem in SSOD is severely under-explored. To
bridge this research gap, we comprehensively study the
class imbalance problem for SSOD under more challeng-
ing scenarios, thus forming the first experimental setting
for class imbalanced SSOD (CI-SSOD). Moreover, we pro-
pose a simple yet effective gradient-based sampling frame-
work that tackles the class imbalance problem from the
perspective of two types of confirmation biases. To tackle
confirmation bias towards majority classes, the gradient-
based reweighting and gradient-based thresholding mod-
ules leverage the gradients from each class to fully bal-
ance the influence of the majority and minority classes. To
tackle the confirmation bias from incorrect pseudo labels
of minority classes, the class-rebalancing sampling mod-
ule resamples unlabeled data following the guidance of
the gradient-based reweighting module. Experiments on
three proposed sub-tasks, namely MS-COCO, MS-COCO
→ Object365 and LVIS, suggest that our method outper-
forms current class imbalanced object detectors by clear
margins, serving as a baseline for future research in CI-
SSOD. Code will be available at https://github.
com/nightkeepers/CI-SSOD.

*Equally-contributed authors.
†Work done during an internship at Baidu.
‡Corresponding author.

1. Introduction
Different types of objects in nature appear at different

frequencies, and there is bound to be class imbalance in the
dataset corresponding to object detection. Class imbalance
refers to the scenario when a number of classes are over-
represented (also known as majority classes), having more
samples than others (also known as minority classes) in the
dataset. Semi-supervised object detection (SSOD) utilizes
both labeled and unlabeled data to improve the performance
of an object detector. Although current SSOD methods have
achieved promising performance on standard benchmark
datasets (MS-COCO, PASCAL VOC, etc), these datasets
are assumed to be class balanced or slightly class imbal-
anced. This underlying assumption can be easily violated
when applying current SSOD methods to real-world scenar-
ios where datasets are extremely class imbalanced in nature.
For example, the sample distribution of corner cases in au-
tonomous driving is scarce. As a result, the performance
of these SSOD methods often suffers, especially for those
minority classes. Besides, the research efforts dedicated to
tackling the class imbalance problem in SSOD are severely
under-explored.

In contrast, there are extensive literature on learning a
class-balanced detector in supervised settings such as Long-
tailed object detection (LTOD) and Few-shot object de-
tection (FSOD). LTOD balances the influence of majority
and minority classes by data re-sampling [6, 36] and class-
balanced losses [32, 16]. Current FSOD methods transfer
knowledge learned from the majority classes to the minor-
ity classes by fine-tuning [26, 12] or meta-learning-based
strategies [15, 9]. However, both LTOD and FSOD meth-
ods are devised in a supervised manner and thus cannot
fully exploit the potential information in unlabeled data,
making them prone to overfit the limited labeled images
of minority classes. Besides, an increasing number of re-
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search efforts are dedicated to tackling the class imbalance
problem in semi-supervised learning for the image classifi-
cation task [35, 10, 25]. But simply applying these meth-
ods to SSOD generates inferior performance as manifested
in our experiments in later sections. This is because the
resampling and pseudo labeling strategies are tailored for
image-wise annotations but not for box-wise annotations.
Since there always exist multiple instances in an image, the
resampling of pseudo labels on image-aspect enlarges the
negative impact of incorrect pseudo labels and “supervision
collapse”[4]. Current SSOD methods alleviate the class im-
balance problem by using focal loss [22, 23] or by apply-
ing class-wise thresholds [3, 17]. Nevertheless, these meth-
ods fail to generate high-quality pseudo labels for minority
classes in the extremely class imbalanced semi-supervised
datasets due to the so-called confirmation bias [1]. The con-
firmation biases are mainly from two parts: (1) The model
biased toward majority classes tends to predict pseudo la-
bels that are also biased toward majority classes. Using
these pseudo labels to train the detector reinforces detec-
tors to produce more pseudo labels for majority classes and
thus overfits to the biased pseudo labels. (2) The pseudo la-
bels of minority classes are prone to be incorrect. Since the
proportion of ground truth annotations for these classes is
small, the incorrect pseudo labels easily dominate the train-
ing for these classes, thus making the detector fit with the
incorrect information of these pseudo labels.

Setting Labeled 

images

Unlabeled 

images

Class 

imbalance

Evaluation

SSOD ✔ ✔ Slight Majority+Minority

LTOD ✔ × Serious Majority+Minority

FSOD ✔ × Serious Minority

CI-SSOD ✔ ✔ Serious Majority+Minority

Figure 1. Differences of our proposed CI-SSOD with respect to
other related object detection tasks. “CI-SSOD” represents class
imbalanced SSOD. “Majority” and “Minority” represent the ma-
jority and minority classes respectively.

According to the analysis above, conducting a compre-
hensive study of the class imbalanced problem in SSOD re-
quires considering two scenarios: (1) There are abundant
unlabeled instances for the minority classes in the unlabeled
images. A detector learned under such scenarios mainly
suffers from the first type of confirmation bias commonly
existed in current benchmarks. (2) The instances of minor-
ity classes in unlabeled images are naturally scarce. In this
case, the second type of confirmation bias is the main ob-
stacle to learn a balanced detector. To this end, we propose
a new setting to comprehensively study the class imbal-
anced problem in SSOD, namely class imbalanced SSOD
(CI-SSOD). Compared to existing benchmarks, CI-SSOD
aims to build a balanced detector that could perform well
for both majority and minority classes with the help of un-

labeled data under more challenging class imbalance sce-
narios. We summarize the difference in Fig. 1.

Designing a detector for CI-SSOD is still under-
explored. Directly combining methods from LTOD (Eqlv2,
etc.) or FSOD (DeFRCN, etc.) with SSOD (Soft teacher,
etc.) generates inferior performance as proven in our ex-
periments in later sections. The primary reason is that the
combined methods fail to consider the two types of confir-
mation bias mentioned above, thus generating pseudo labels
with low precision and recall and leading to ineffective us-
age of the unlabeled data. Monitoring dynamic model sta-
tus during training is essential for designing a good detec-
tor under CI-SSOD. Based on this observation, we propose
a simple yet effective gradient-based sampling framework
for CI-SSOD from the perspective of two types of confir-
mation biases mentioned above. To tackle the first type of
confirmation bias, we propose a Gradient-based Reweight-
ing (GbR) module that introduces a new perspective to fully
balance class-wise positive and negative gradients by esti-
mating class weights from a gradient matrix. This matrix
serves as a metric to measure the model training status and
formulates the optimization target for class weights, alle-
viating the confirmation bias toward majority classes. Be-
sides, we also present a Gradient-based Thresholding (GbT)
module that modifies the class-wise thresholds for the unla-
beled data following the guidance of the solved weights in
the GbR module. To tackle the second type of confirmation
bias, we present a Class-rebalancing Sampling (CrS) mod-
ule. The CrS module considers not only class frequencies
but also the confidence of pseudo labels and the dynamic
class-wise thresholds from the GbT module, which drives
the model to learn from pseudo labels with high confidence,
alleviating the noise from incorrect pseudo labels.

To conclude, this paper has the following contributions:

• We extend the class imbalance study to SSOD, form-
ing a new comprehensive setting, namely CI-SSOD.

• We introduce a simple yet effective gradient-based
sampling framework for CI-SSOD from the perspec-
tive of two types of confirmation biases.

• Extensive experiments on the MS-COCO, MS-
COCO→Object365, and LVIS sub-tasks show that
our method outperforms all existing class imbalanced
based methods by clear margins, demonstrating the su-
periority of our method.

2. Related works
Semi-supervised object detection. Current SSOD

methods typically use consistency regularization or gen-
erate pseudo labels on unlabeled images [7, 3, 31, 37, ?,
33]. To overcome the class imbalance problem, Unbi-
ased Teacher[22] and Unbiased Teacher-V2[23] adopt Fo-



cal loss[20] as the classification loss. [17], [3] and [12]
adopt adaptive thresholds to sample pseudo labels based on
the predicted scores of each class. [7] proposes a reweight-
ing strategy to tackle the class imbalance between fore-
ground and background regions. Although these mech-
anisms are conducive to alleviating the class imbalance
problem, they are incapable of eliminating significant class
imbalance in our proposed experiment setting, as demon-
strated in our experiments. Our proposed gradient-based
sampling framework is a tailored design for class imbal-
anced SSOD and can be easily adapted to different SSOD
methods.

Long-tailed object detection. Current LTOD meth-
ods [14, 6, 38] mainly focus on mitigating the class im-
balance problem in object detection under the fully super-
vised setting. Resampling[36] is one of the main-stream
methods to control the data distribution in a class imbal-
anced dataset. Repeat Factors Sampling(RFS) [8] proposed
to oversample the images of minority classes at the image
level. Another type of solution is to adopt a balanced loss
function[18, 27, 34]. EqlV2 [32] and EFL [16] reweight
the loss function according to the gradients of each class.
They all suffer from overfitting minority classes and under-
fitting majority classes. Besides, these methods do not con-
sider the confirmation biases [1] commonly existed in semi-
supervised learning and class imbalance in the unlabeled
sets. Differently, we estimate the model bias from the gradi-
ents imbalance perspective and tackle the different types of
confirmation biases with a unified gradient-based sampling
framework. This starkly contrasts current gradient-based
methods in LTOD, which typically use gradient statistics as
simple guidance and generate pseudo labels gradually bi-
ased toward majority classes.

Few-shot object detection. It aims to detect novel ob-
jects with only a few minority class annotations and abun-
dant majority class annotations. Current approaches of
FSOD can be roughly split into transfer-learning-based al-
gorithms [26, 12] and meta-learning-based algorithms [15,
9]. Different from our proposed experiment setting, FSOD
does not provide unlabeled images. Besides, FSOD meth-
ods typically focus on the performance of minority classes,
while CI-SSOD expects to enhance the performance of all
classes.

Class Imbalanced semi-supervised image classifica-
tion. There has been active research in solving the class
imbalance problem in semi-supervised image classification.
The core of these researches is based on a simple philoso-
phy, which is sampling better minority-friendly pseudo la-
bel annotations from the unlabeled data [25, 13, 35, 10].
However, directly applying these methods to CI-SSOD gen-
erates inferior performance according to our experiments.
The reason is that object detection contains many local
background bounding boxes, which could introduce a large

number of false negative noisy pseudo labels. This belongs
to the second type of confirmation biases we discussed pre-
viously. We comprehensively analyze this confirmation bias
and propose a class-rebalancing sampling strategy follow-
ing the guidance of the estimated class-wise weights from
the GbR module.

3. Approach
Our gradient-based sampling framework consists of

three modules. The Gradient-based reweighting (GbR)
fully balances class-wise positive and negative gradients by
estimating class weights from a gradient matrix to tackle
the first type of confirmation bias. The details are elabo-
rated in Sec. 3.2. The Gradient-based Thresholding (GbT)
modifies the thresholds based on weights from GbR to pre-
vent the model from overfitting, which is elaborated in
Sec. 3.3. To alleviate the influence of incorrect pseudo la-
bels, class-rebalancing Sampling (CrS) resamples the un-
labeled images based on the confidence of pseudo labels
and thresholds in GbT. The details of CrS are further de-
picted in Sec. 3.4. Generally, the GbR and GbT modules
help to eliminate the first type of confirmation bias and the
CrS module alleviates the second type of confirmation bias.
Our method mainly focuses on the classification branch of
object detection, which suffers from a more serious imbal-
ance than that of the localization branch. Our method can be
easily combined with current SSOD algorithms to tackle the
class imbalance problem. An overview of our framework is
presented in Fig. 2.

3.1. Problem Definition

To formalize the experiment setting, we define two types
of data, namely the class imbalanced labeled data set as
Dl = {(I l

i,y
l
i)}

Nl
i=1 and the unlabeled set as Du =

{(Iu
i )}

Nu
i=1. Here yl

i = {(clj , l
l
j)}

Ni
j=1 is a list of Ni bound-

ing box annotations composed of category labels clj and box
location llj . Nl is the number of labeled images, and Nu is
the number of unlabeled images. Without loss of general-
ity, we assume the classes as C = {Ci}ni=1, where n is the
number of total classes.

We introduce two scenarios for the class-imbalanced
SSOD experiment setting. In the first scenario, there
are abundant unlabeled instances for the minority classes
in the unlabeled images. To mimic the different levels of
labeled data in the real world, the labeled set Dl can be
split into a fully labeled data set for the majority classes
Dm = {(I l

i,y
l
i)}

Nm
i=1, a small amount of fully labeled data

set for minority classes as Ds = {(I l
i,y

l
i)}

Ns
i=1. Classes C

can be split into the majority classes Cf = {Ci}
nf

i=1 and
the minority classes Cr = {Ci}

nr+nf

i=nf+1. Here nf and nr

are the numbers of majority classes and minority classes,
respectively. Note that n = nf + nr. Obviously, the Dl
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Figure 2. Overview of our proposed gradient-based sampling framework. Our framework consists of three main modules, namely the
Gradient-based Reweighting (GbR) module, the Gradient-based Thresholding (GbT) module and the Class-rebalancing Sampling (CrS)
module. The GbR module dynamically optimizes a set of graident-based linear equations to obtain the class-wise balancing weights
[w1, ..., wn+1]. The GbT module guided by the class-wise balancing weights then performs adaptive thresholding to obtain class balanced
pseudo labels from Du. The CrS module performs image-level data resampling on Du with respective to the confidence and thresholds
from GbT. Our method is agnostic to all SSOD methods.

and Du do not share the same distribution. In the second
scenario, the instances of minority classes in unlabeled im-
ages are naturally scarce. In this scenario, the Dl and Du

share the same distribution. Since the Du also suffers from
extreme class imbalance, it is more challenging to design
efficient pseudo labeling strategies for this scenario. The
goal of the task is to learn an object detector with Dl and
Du that can perform well on both majority and minority
classes.

There are mainly two types of confirmation bias when
applying existing methods to CI-SSOD: (1) the model bi-
ased toward majority classes tends to predict pseudo labels
biased toward majority classes. This type of confirmation
bias refers to objects from minority classes being misclassi-
fied as majority classes or backgrounds. (2) the incorrect
pseudo labels for minority classes dominate the learning
of the model since the ground truth labels in labeled data
are scarce for these classes. This type of confirmation bias
mainly arises when applying LTOD methods such as dy-
namic thresholding or resampling strategies in the second
scenario. In these cases, the objects from majority classes
or backgrounds are annotated as pseudo labels of minority
classes. As ground truth labels and the implicit instances of
minority classes in unlabeled images are scarce, the learn-
ing of detectors is heavily interfered with by these incorrect
pseudo labels. We further analyze the two types of confir-
mation bias in the Supplementary Document.

3.2. Gradient-based Reweighting

We first analyze the reason for the performance degra-
dation of directly combining the LTOD or FSOD methods
with SSOD. For each class, we denote the gradients in-
creasing the logits of this class as positive gradients and the
gradients decreasing its logits as negative gradients. Con-
cretely, for a given class, the gradients of all samples that
possess the specific class label (or pseudo-label) are referred
to as positive gradients, while the gradients of samples from
other classes are referred to as negative gradients. When
positive gradients for a class overwhelm its negative gra-
dients, the mean score of this class tends to become larger
and the prediction of the detector could be biased toward
this class. The higher diversity of majority classes leads to
larger positive gradients than negative gradients for majority
classes but vice versa for minority classes. Since the com-
bined methods do not fully balance the gradients, the imbal-
ance in gradients leads to confirmation bias toward majority
classes. To alleviate this type of confirmation bias, we pro-
pose to force positive gradients and negative gradients for
each class to be equal so that the logits of each class can
level off during the training process.

Suppose the classification loss value on labeled images
is Ll and the classification loss value on unlabeled im-
ages is Lu. We propose to reweight the classification loss

Ll =
∑N l

b
j=1 f

l(xj) and Lu =
∑Nu

b
j=1 f

u(xj) with class-
wise weights based on its positive and negative gradients.



The class logits of the j-th proposal in a batch produced
by the classifier are denoted as xj ∈ Rn+1, and the cor-
responding ground-truth label or pseudo ground-truth la-
bel is denoted as cj . The n + 1-th dimension of xj is for
the background class. xi

j denotes the i-th logit, which is
corresponding to class Ci. The f l(·) : Rn+1 7→ R1 and
fu(·) : Rn+1 7→ R1 are the classification loss functions for
labeled and unlabeled images. In this batch, N l

b and Nu
b are

the numbers of proposals in labeled images and unlabeled
images, respectively.

The positive gradient Gii for class Ci in a batch can be
estimated by calculating the derivative of samples belong-
ing to Ci(positive samples to Ci) to its logit xi

j . Thus, for
all positive samples, we have

Gii =
∑

∀j,cj=Ci

∂f l(xj)

∂xi
j

+
∑

∀j,cj=Ci

∂fu(xj)

∂xi
j

. (1)

By estimating the partial derivative to xi
j from the samples

belonging to another class Ck(negative samples to Ci), the
negative gradients Gik for Ci from Ck in a batch are for-
mulated as follows,

Gik =
∑

∀j,cj=Ck

∂f l(xj)

∂xi
j

+
∑

∀j,cj=Ck

∂fu(xj)

∂xi
j

. (2)

Note that Gki = 0 for k = 1, 2, ..., n + 1 when there are
no proposals whose category labels are Ci in this batch.
For each batch, we obtain a gradients matrix G where the
value on the i-th row and the j-th column is Gij . The
i-th row represents the gradients to Ci from proposals of
each class and the j-th column represents the gradients from
proposals of Cj to each class. To obtain a stable estima-
tion of the gradient statistics, the final gradients are esti-
mated by the moving average of gradients in a single batch,
G̃ = ηgG̃+(1−ηg)G. The positive gradients and negative
gradients for each class are temporarily imbalanced, lead-
ing to a bias for the majority classes. To balance the pos-
itive and negative gradients for each class, we propose to
reweight the classification loss with a set of learnable class-
wise loss weights. For class Ci, the loss weight is defined
as wi. For each foreground class Ci, we expect the positive
gradients and negative gradients to be equal. Therefore, we
have the following equation,

wi × G̃ii = −
∑
k ̸=i

wk × G̃ik. (3)

As presented above, we generate n+1 equations regard-
ing wi(i = 1, ..., n+1). In order to keep the scale of weights
unchanged, an additional equation is added to the aforemen-
tioned equations,

n+1∑
i=1

wi = n+ 1. (4)

We replace the n + 1-th row representing the background
class gradients with the above Equation (4).

Finally, we optimize the set of linear equations de-
fined above to obtain the final class-wise weights wi(i =
1, ..., n+ 1), which are then leveraged to reweight the clas-
sification loss function to achieve class balance training. We
smooth the weights wl

i = wβ
i on the labeled set Dt

l by a fac-
tor β ∈ (0, 1) to prevent the model from overfitting.

The traditional direct solutions to optimize the set of lin-
ear equations work well for tasks with relatively small num-
bers of classes. However, when samples of some minority
classes are rarely sampled in the training process, the esti-
mated weights are sometimes negative value or even do not
exist. To tackle it, we utilize an optimizer to simulate Ja-
cobi iterative method to solve the set of linear equations. A
group of learnable class logits ai(i = 1, 2, ..., n + 1) are
used to estimate the weights wi with a softmax function,

wi =
(n+ 1)× eai∑n+1

j=1 eaj

. (5)

The softmax function here can ensure the value of wi to be
positive and the ai are initially set to 0 at the beginning of
training. Denote the weights at the tth iteration as wt

i . Then
we update the wi toward a target weight ŵt+1

i to obtain
wt+1

i . The ŵt+1
i are calculated by Jacobi iterative method,

ŵt+1
i = (−

∑
k ̸=i

wt
k × G̃ik)/G̃ii. (6)

For background class, ŵt+1
n+1 = n+ 1−

∑n
i=1 ŵ

t+1
i . Then,

a new loss is designed to aligned the wt+1
i with ŵt+1

i by
normalizing ai at tth iteration,

Lalign =
1

n+ 1

n+1∑
i=1

(log(ŵt+1
i )− ai)

2, (7)

where the mean square loss is applied on the logits aspect
to prevent the loss dominated by the large weights.

Finally, the classification losses for labeled and unla-
beled images are summarized as follows,

L =

n+1∑
i=1

wl
i×

∑
cj∈Ci

f l(xj)+

n+1∑
i=1

wi×
∑

cj∈Ci

fu(xj)+Lalign

(8)
Gradient-based reweighting alleviates the imbalance from
the gradient-level aspect. It is complementary to the class-
rebalancing sampling as it is beneficial to classes with easy
samples and classes with a low occurrence frequency in the
unlabeled set.

3.3. Gradient-based Thresholding

Current SSOD methods typically employ a fixed thresh-
old θ to sample pseudo labels. However, we observe that



the precisions of minority classes under a fixed thresh-
old are relatively high and the recall of them is extremely
low as presented in Fig. 3. Clearly, this fixed threshold
strategy makes it hard for the object detector to generate
enough pseudo labels for minority classes. Besides, dy-
namic thresholding mechanisms[12] are also proposed to
cope with this issue, however, they are mainly based on the
distributions of scores and fail to consider the complexity of
sample space during model training. To mitigate this issue,
we estimate the model bias from the gradients imbalance
perspective. Specifically, we devise a gradient-based adap-
tive thresholding strategy to decide the class-wise thresh-
olds. Concretely, we utilize the aforementioned class-wise
balancing weights to generate thresholds for class Ci,

θpi = min(θ,
θ

wi
). (9)

Obviously, θpi has a smaller value for classes with higher wi.
This enables the object detector to adaptively harvest more
pseudo labels for those minority classes, thereby alleviat-
ing the class imbalance problem via solving the first type
of confirmation bias. Complementary to the GbR module,
it prevents detectors from overfitting with the small num-
ber of pseudo labels for minority classes, especially when
the class weights of minority classes are larger. We also in-
corporate a score-based thresholding strategy[24] to obtain
the final thresholds θi by θi = min(θpi , θ

c
i ) to achieve bet-

ter performance, where θci is the thresholds estimated from
[24]. .

3.4. Class-rebalancing Sampling

The aim of this module is to alleviate the influence of
incorrect pseudo labels which causes the second type of
confirmation bias. Particularly, when applying the LTOD
methods on unlabeled data, a significant number of incor-
rect pseudo labels for minority classes are generated. The
incorrect pseudo labels with resampling or reweighting in
these methods dominate the learning of the detector for mi-
nority classes, especially when the number of labeled data
is few. We further analyze this issue in the Supplementary
Document. To cope with this issue, we perform a score-
based resampling. Concretely, we first conduct data resam-
pling with Repeat factor sampling(RFS) [8] from the train-
ing set Dl. Denote the unlabeled data Du with its pseudo
labels at generation t as Dt

u. We estimate the resampling
rate based on the probability score and frequency of Dt

u

with class-wise thresholds from the GbT module.
To illustrate the adaptive class-wise sampling in each

generation t, let the number of images containing at least
one box annotation for class Ci in Dt

u ∪ Dl be mi. We
expect that the sampling rates are large for minority classes
and small for majority classes. Similar to RFS[8], for each

class Ci, the repeat sampling rate is defined as,

Si = max(1,

√
ϵ× (Nl +Nu)

mi
). (10)

ϵ = γ×t/Nt is an adaptive sampling factor rising during the
training process to learn better representations[10]. Here γ
is the coefficient to modify the range of sampling rates and
Nt is the number of total generations.

Next, suppose the pseudo labels of an unlabeled image
Iu
i is set to (cuij , p

u
ij , b

u
ij)

Ni

j=1
, where cuij , puij and buij denote

the category, probability scores and bounding boxes posi-
tions of pseudo labels, respectively. Ni is number of pseudo
labels in Iu

i . Different from sampling rates in [8], for each
pseudo ground-truth label (cuij , p

u
ij , b

u
ij), we estimate a sam-

pling rate based on scores of pseudo labels to calculate the
repeat times of this image,

Su
ij = Scuij

(puij − θcuij ). (11)

θcuij here is the adaptive threshold of class cuij . The sam-
pling rate of image Iu

i are defined as the max value in
Su
ij

Ni

j=1
. With this sampling rate, the model tends to learn the

pseudo labels with high confidence, alleviating the distur-
bance from incorrect pseudo labels, especially for minority
classes, which helps to tackle the second type of confirma-
tion bias. Since the sampling rate is also determined by θi
in the GbT module, the CrS module smooths the gradients
for both the GbR and GbT modules and keeps the learn-
ing stable by sampling more times for classes with small
weights.

Majority Minority Majority Minority

Precision Recall

Figure 3. Comparison of precision and recall of pseudo labels in
Soft teacher baseline and our proposed method. Our method gen-
erates more pseudo labels for minority classes while preserving
the precision of all classes, thus achieving more balanced total de-
tection performance.



4. Experiments

4.1. Datasets

As introduced in Section 3.1, we introduce two scenarios
with different distributions in unlabeled data for CI-SSOD.
In the first scenario, we introduce the MS-COCO task and
the MS-COCO → Object365 task. In the second scenario,
we introduce the LVIS sub task. Here, we visualize the
sample distributions (scaled by log10) of all classes in the
three sub-tasks shown in Fig. 4. The distribution of the un-
labeled data generally follows the distribution of the bench-
mark dataset. Specifically, in MS-COCO and MS-COCO
→ Object365 sub-tasks, there are abundant unlabeled in-
stances for minority classes in the unlabeled data, and the
class imbalance of the labeled data is more severe than that
of the unlabeled data. In the LVIS sub-task, the instances of
minority classes in unlabeled data are naturally scarce, and
the distribution of labeled and unlabeled data is seriously
class imbalanced.

MS-COCO [21] is a dataset for object detection, which
consists of 80 classes. For the proposed MS-COCO sub-
task, we evaluate our methods on two splits. In the first
split, we select 20 classes shared with Pascal VOC[5] as
the minority classes and other classes are set as the major-
ity classes. In the second split, we randomly split for 40
classes as minority classes while the other 40 classes are
split as majority classes. In MS-COCO sub-task, the la-
beled set Dl consists of a large number of samples for the
majority classes and a small number of samples for the mi-
nority classes. Specifically, we construct the Dm for the
majority classes by sampling 10% images from all the im-
ages containing the majority classes Cf . For the minor-
ity dataset Ds, we ensure at least 10 ground-truth bound-
ing box annotations are collected for each minority class in
Cr. Different from the setting in FSOD, to prevent infor-
mation leakage, we annotate all instances within an image
in our tasks. Specifically, when constructing Dm, we ran-
domly select images for minority classes until each class
has a minimum of 10 instances. Some selected images may
exceed this threshold due to coexistence with other minority
classes. The remaining images that are not sampled in Dl in
MS-COCO are set as unlabeled set Du. The performance
of detectors is evaluated on 5K images from COCO2017
validation set similar to the standard MS-COCO detection
metrics.

Object365 [30] is a more challenging dataset with 175k
images and 365 classes. In our proposed MS-COCO →
Object365 sub-task, we combine these two standard bench-
mark datasets together to better mimic real-world scenarios.
Specifically, images in MS-COCO are fully annotated with
78 identical classes shared with Object365, which is set to
be the majority class dataset Dm. In order to match the
classes in Object365, “Teddy bear” in MS-COCO is set as

“bear” and “sports ball” is eliminated. The remaining 287
classes are regarded as the minority classes. Similar to the
MS-COCO sub-task, at least 10 ground-truth bounding box
annotations are labeled to each minority class. The remain-
ing images of Object365 are regarded as Du. The perfor-
mance of a detector is evaluated based on the validation set
of Object365 with 80k images.

LVIS [8](v1.0) is a long-tailed dataset with reannotated
images from MS-COCO for 1203 classes. LVIS consists of
a training set with almost 100k images and a validation set
with 20k images. In our proposed LVIS sub-task, 10% of
the training set is randomly selected as Dl under the premise
that at least 1 ground-truth bounding box annotations for
each class are contained in Dl. The other images in the
training set are set as Du. We evaluate the detectors on
the validation set of LVIS to demonstrate that our method
performs well when there are few or no implicit instances
for some minority classes in Du.
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Figure 4. Sample distributions scaled by log10 of all classes in
original dataset v.s. our proposed sub-task. (a) COCO v.s. COCO
sub-task; (b) Object365 v.s. MS-COCO → Object365 sub-task;
(c) LVIS v.s. LVIS sub-task. Note that the ‘class index’ is sorted by
class frequency and does not correspond to the actual class num-
ber.

4.2. Implementation Details

Following [37], we employ the Faster-RCNN [28] with
ResNet-50 [11] and FPN [19] as our baseline object detec-
tor. The object detector is trained on 8 GPUs with batch size
of 5 per GPU, 1 for labeled images and 4 for unlabeled im-
ages. The learning rate is set to 0.01 initially and is divided
by 10 at 75% and 90% of total iterations. We train detectors
for 10 generations for both datasets, with 180k iterations for
the MS-COCO task and LVIS task and 360k iterations for
the MS-COCO → Object365 task. SGD [29] is selected as
our optimizer with the momentum set to 0.9 and the weight
decay set to 1e-4. Focal loss[20] is applied in classifica-
tion loss for supervised and unsupervised images. γ is set
to 0.5 for MS-COCO task and 0.05 for other tasks. β is set
to 0.5. Following [37], θ is set to 0.9. The moving average
coefficients ηp and ηg are both set to 0.9995.

4.3. Comparison to State-of-the-art Methods

We compare our method against 7 state-of-the-art meth-
ods on two experiment settings in Tab. 1 and Tab. 2, in-
cluding Soft teacher[37] for SSOD, RFS[8], Eqlv2[32]



Table 1. Quantitative comparison with state-of-the-art methods on
the MS-COCO sub-task. All results are shown in average preci-
sion(AP) in standard coco metric. “all”, “maj” and “min” denote
the AP of all classes, majority classes and minority classes, re-
spectively.

Method split1 split2
all maj min all maj min

Soft teacher[37] 23.6 31.0 1.5 17.2 32.7 1.7
RFS[8] 23.9 30.2 4.8 19.8 32.3 7.2
Eqlv2 [32] 22.8 29.1 6.5 20.2 31.4 9.1
C2AM Loss[34] 24.4 30.8 6.2 20.8 32.9 8.6
CReST[35] 22.2 29.3 1.0 16.3 31.2 1.4
DASO[25] 24.8 31.1 6.0 20.7 33.0 8.4
DeFRCN[26] 24.4 29.4 9.2 20.9 30.5 11.3
Ours 26.5 30.7 13.9 23.8 32.4 15.1

Table 2. Quantitative comparison with state-of-the-art methods on
the MS-COCO → Object365 sub-task. All results are shown in
average precision(AP) in standard coco metric.

Method all maj min
Soft teacher[37] 4.8 22.1 0.2
RFS[8] 7.2 23.1 2.9
Eqlv2 [32] 7.4 20.3 3.9
C2AM [34] 7.6 23.2 3.4
CReST[35] 6.8 21.3 2.8
DASO[25] 7.8 23.3 3.6
DeFRCN[26] 7.9 21.2 4.3
Ours 9.2 23.7 5.2

and C2AM[34] for LTOD, CReST[35], DASO[25] for
class imbalanced semi-supervised image classification and
DeFRCN[26] for FSOD. Note that Soft-teacher is selected
as our baseline method. Generally, we combine detectors
in FSOD, LTOD, and semi-supervised image classification
with SSOD (Soft-teacher). The sampling strategies in these
methods are replaced with RFS. For LTOD, we replace
the classification loss with losses in these methods(Eqlv2,
C2AM). For DeFRCN, we pretrain a detector for the major-
ity classes and fine-tune the detector in a balanced dataset
with both majority and minority classes.

For the MS-COCO sub-task shown in Tab. 1, our method
surpasses all these methods significantly under Average
Precision(AP) in both splits. Concretely, in split 1, our
method outperforms the second-best method DASO by
1.5% and beats the baseline Soft teacher by 2.7%. Inter-
estingly, it is clear that current SSOD methods, for exam-
ple, Soft teacher in row 1, generate inferior performance
in our proposed experiment setting, achieving 31.0% on
the majority classes and 1.5% on the minority classes.
This strengthens our observation that current SSOD detec-
tors are not able to perform well under challenging class-
imbalanced datasets. However, our method boosts the per-
formance of minority classes from 1.5% to 13.9%. For mi-
nority classes, our method beats the second-best perform-

Table 3. Quantitative comparison with state-of-the-art methods on
the LVIS sub-task. All results are shown in average precision(AP)
in standard coco metric. “f”, “c” and “r” denote the AP of frequent
classes, common classes and rare classes.

Method all f c r
Soft teacher[37] 7.6 22.5 11.9 2.0
RFS[8] 8.0 23.1 12.7 2.3
Eqlv2 [32] 8.1 20.2 11.8 3.5
C2AM [34] 8.6 22.1 12.3 3.7
DASO[25] 8.7 23.2 13.1 3.2
Ours 8.9 21.7 12.3 4.2

ing method Defrcn by 4.7%. In split 2, the performance
of our method surpasses that of the baseline by 6.6%. Our
method also defeats the DeFRCN method by 3.8% in mi-
nority classes and 2.9% in total. The comparisons show
that the combination of the methods with SSOD could al-
leviate the class imbalance to some extent compared to the
Soft teacher baseline. However, they suffer from overfitting
and the two types of confirmation biases. In contrast, our
method can effectively alleviate confirmation biases.

For the MS-COCO → Object365 sub-task shown in
Tab. 2, the AP of our method is higher than DeFRCN by
1.3% on all classes and by 0.9% on minority classes. Our
method obtains an improvement of 0.6% since there exists
a small imbalance among the majority classes. The more
challenging experiment setting further validates the effec-
tiveness of our method to tackle class imbalance and confir-
mation biases in extremely class-imbalanced datasets.

For the LVIS sub-task shown in Tab. 3, we report the
results against other methods on classes with different fre-
quencies in our selected training set. Following previous
LTOD methods, the classes are split into rare classes(≤
10 images), common classes(11-100 images), and frequent
classes(> 100 images). The detectors suffer more from the
second type of confirmation bias than detectors in other
tasks since there are few (usually < 10) or even no im-
plicit instances for minority classes in unlabeled images.
Our method outperforms the best LTOD method by 0.2%
in all classes and 0.5% in rare classes, demonstrating supe-
riority in tackling the second type of confirmation bias.

4.4. Ablation Study

We tease apart critical algorithmic components or apply
different settings for them, forming variants of our method.
Tab. 4 shows the AP of variants of our method. It can be
observed that the detector gains substantial improvement of
5.3%, 4.2%, 6.4% with CrS, GbT, GbR on minority classes
while the performance of majority classes levels off. It
shows our modules can effectively enhance the capability
of detectors for minority classes without a substantial drop
for majority classes. With the focal loss, the performance of
the detector obtains a considerable increase of 2% but only



Table 4. Comparison of our core components on the MS-COCO
sub-task under Average Precision(AP). “CrS” denotes Class-
rebalancing sampling. “GbT” denotes Gradient-based threshold-
ing) and “GbR” denotes Gradient-based reweighting. “FL” de-
notes the losses for classification are replaced with Focal loss.

CrS GbT GbR all maj min
23.6 31.0 1.5

FL 23.8 30.5 3.5
✓ 24.6 30.7 6.6

✓ 24.8 31.2 5.7
✓ 25.2 31.0 7.9

✓ ✓ 25.8 30.9 10.5
✓ ✓ 25.8 30.6 11.4
✓ ✓ 25.6 30.8 10.3
✓ ✓ ✓ 26.5 30.7 13.9

Table 5. Comparison of performance under different thresholds on
the MS-COCO sub-task under AP.

thres all maj min
1 0.5 25.6 30.0 12.6
2 0.9 25.8 30.6 11.4
3 θci 25.9 30.8 11.9
4 θpi 26.4 30.6 13.8
3 LabelMatch 25.9 30.8 12.1
4 GbT 26.5 30.7 13.9

slightly enhances by 0.2% on all classes. When we elimi-
nate CrS, GbT, GbR in our method, the performance drops
by 3.4% , 2.5%, 3.6% for minority classes and 0.7%, 0.7%,
0.8%for all classes.

To further validate the effectiveness of our gradient-
based thresholding mechanism, we conduct experiments
under different thresholds and present the results in Tab. 5.
Our gradient-based thresholding module outperforms the
fixed threshold at 0.5 by 0.9% and at 0.9 by 0.7%. The
performance of our method is higher than that with only
one threshold module θci or θpi , demonstrating the comple-
mentary of our proposed thresholds. The performance of
our method also surpasses existing thresholding in Label-
Match [2] in SSOD. This is because LabelMatch is based
on the premise that labeled and unlabeled data share the
same class distribution, which is not satisfied in the MS-
COCO sub-task. In contrast, our thresholding mechanism
can generate more high-quality pseudo labels to tackle the
confirmation bias with a high generalization capability un-
der different scenes.

5. Conclusion
We analyzed the class imbalance problem in current

SSOD task and identified a prominent research gap of the
current SSOD experiment setting. To close this gap, we
presented the first experiment setting for class imbalanced
semi-supervised object detection. Moreover, we introduced

a simple yet effective gradient-based sampling framework
to deal with the class imbalance from the perspective of two
confirmation biases. We extensively verify the effectiveness
of our proposed components and the results demonstrate
that our method outperforms current class imbalance based
methods by clear margins. Our task setting and method
could serve as baselines for future CI-SSOD research.

Acknowledgments

This work was supported in part by the Guang-
dong Basic and Applied Basic Research Foundation
(NO. 2020B1515020048), in part by the National Nat-
ural Science Foundation of China (NO. 61976250), in
part by the Shenzhen Science and Technology Program
(NO. JCYJ20220530141211024).

Appendix

Please refer to our conference version.

References
[1] Eric Arazo, Diego Ortego, Paul Albert, Noel E O’Connor,

and Kevin McGuinness. Pseudo-labeling and confirmation
bias in deep semi-supervised learning. In 2020 International
Joint Conference on Neural Networks (IJCNN), pages 1–8.
IEEE, 2020.

[2] Binbin Chen, Weijie Chen, Shicai Yang, Yunyi Xuan, Jie
Song, Di Xie, Shiliang Pu, Mingli Song, and Yueting
Zhuang. Label matching semi-supervised object detec-
tion. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pages 14381–
14390, June 2022.

[3] Binghui Chen, Pengyu Li, Xiang Chen, Biao Wang, Lei
Zhang, and Xian-Sheng Hua. Dense learning based semi-
supervised object detection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 4815–4824, 2022.

[4] Carl Doersch, Ankush Gupta, and Andrew Zisser-
man. Crosstransformers: spatially-aware few-shot trans-
fer. Advances in Neural Information Processing Systems,
33:21981–21993, 2020.

[5] Mark Everingham, Luc Van Gool, Christopher KI Williams,
John Winn, and Andrew Zisserman. The pascal visual object
classes (voc) challenge. International journal of computer
vision, 88(2):303–338, 2010.

[6] Chengjian Feng, Yujie Zhong, and Weilin Huang. Exploring
classification equilibrium in long-tailed object detection. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3417–3426, 2021.

[7] Qiushan Guo, Yao Mu, Jianyu Chen, Tianqi Wang, Yizhou
Yu, and Ping Luo. Scale-equivalent distillation for semi-
supervised object detection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 14522–14531, 2022.



[8] Agrim Gupta, Piotr Dollar, and Ross Girshick. Lvis: A
dataset for large vocabulary instance segmentation. In Pro-
ceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 5356–5364, 2019.

[9] Guangxing Han, Yicheng He, Shiyuan Huang, Jiawei Ma,
and Shih-Fu Chang. Query adaptive few-shot object detec-
tion with heterogeneous graph convolutional networks. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3263–3272, 2021.

[10] Ju He, Adam Kortylewski, Shaokang Yang, Shuai Liu,
Cheng Yang, Changhu Wang, and Alan Yuille. Rethinking
re-sampling in imbalanced semi-supervised learning. arXiv
preprint arXiv:2106.00209, 2021.

[11] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), June 2016.

[12] Prannay Kaul, Weidi Xie, and Andrew Zisserman. Label,
verify, correct: A simple few shot object detection method.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 14237–14247, 2022.

[13] Hyuck Lee, Seungjae Shin, and Heeyoung Kim. Abc:
Auxiliary balanced classifier for class-imbalanced semi-
supervised learning. Advances in Neural Information Pro-
cessing Systems, 34:7082–7094, 2021.

[14] Banghuai Li. Adaptive hierarchical representation learn-
ing for long-tailed object detection. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 2313–2322, 2022.

[15] Bohao Li, Boyu Yang, Chang Liu, Feng Liu, Rongrong Ji,
and Qixiang Ye. Beyond max-margin: Class margin equi-
librium for few-shot object detection. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 7363–7372, 2021.

[16] Bo Li, Yongqiang Yao, Jingru Tan, Gang Zhang, Feng-
wei Yu, Jianwei Lu, and Ye Luo. Equalized focal loss
for dense long-tailed object detection. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 6990–6999, 2022.

[17] Hengduo Li, Zuxuan Wu, Abhinav Shrivastava, and Larry S
Davis. Rethinking pseudo labels for semi-supervised object
detection. In Proceedings of the AAAI Conference on Artifi-
cial Intelligence, volume 36, pages 1314–1322, 2022.

[18] Yu Li, Tao Wang, Bingyi Kang, Sheng Tang, Chunfeng
Wang, Jintao Li, and Jiashi Feng. Overcoming classi-
fier imbalance for long-tail object detection with balanced
group softmax. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition, pages 10991–
11000, 2020.

[19] Tsung-Yi Lin, Piotr Dollar, Ross Girshick, Kaiming He,
Bharath Hariharan, and Serge Belongie. Feature pyramid
networks for object detection. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017.

[20] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and
Piotr Dollár. Focal loss for dense object detection. In Pro-
ceedings of the IEEE international conference on computer
vision, pages 2980–2988, 2017.

[21] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,
Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence
Zitnick. Microsoft coco: Common objects in context. In
European conference on computer vision, pages 740–755.
Springer, 2014.

[22] Yen-Cheng Liu, Chih-Yao Ma, Zijian He, Chia-Wen Kuo,
Kan Chen, Peizhao Zhang, Bichen Wu, Zsolt Kira, and Peter
Vajda. Unbiased teacher for semi-supervised object detec-
tion. arXiv preprint arXiv:2102.09480, 2021.

[23] Yen-Cheng Liu, Chih-Yao Ma, and Zsolt Kira. Unbiased
teacher v2: Semi-supervised object detection for anchor-free
and anchor-based detectors. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 9819–9828, 2022.

[24] Yuxiang Nie, Chaowei Fang, Lechao Cheng, Liang Lin, and
Guanbin Li. Adapting object size variance and class imbal-
ance for semi-supervised object detection. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 37,
pages 1966–1974, 2023.

[25] Youngtaek Oh, Dong-Jin Kim, and In So Kweon. Daso:
Distribution-aware semantics-oriented pseudo-label for im-
balanced semi-supervised learning. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 9786–9796, 2022.

[26] Limeng Qiao, Yuxuan Zhao, Zhiyuan Li, Xi Qiu, Jianan Wu,
and Chi Zhang. Defrcn: Decoupled faster r-cnn for few-
shot object detection. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 8681–8690,
2021.

[27] Jiawei Ren, Cunjun Yu, Xiao Ma, Haiyu Zhao, Shuai Yi,
et al. Balanced meta-softmax for long-tailed visual recog-
nition. Advances in neural information processing systems,
33:4175–4186, 2020.

[28] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. Advances in neural information process-
ing systems, 28, 2015.

[29] Sebastian Ruder. An overview of gradient descent optimiza-
tion algorithms. arXiv preprint arXiv:1609.04747, 2016.

[30] Shuai Shao, Zeming Li, Tianyuan Zhang, Chao Peng, Gang
Yu, Xiangyu Zhang, Jing Li, and Jian Sun. Objects365: A
large-scale, high-quality dataset for object detection. In Pro-
ceedings of the IEEE/CVF international conference on com-
puter vision, pages 8430–8439, 2019.

[31] Kihyuk Sohn, Zizhao Zhang, Chun-Liang Li, Han Zhang,
Chen-Yu Lee, and Tomas Pfister. A simple semi-supervised
learning framework for object detection. arXiv preprint
arXiv:2005.04757, 2020.

[32] Jingru Tan, Xin Lu, Gang Zhang, Changqing Yin, and Quan-
quan Li. Equalization loss v2: A new gradient balance ap-
proach for long-tailed object detection. In Proceedings of
the IEEE/CVF conference on computer vision and pattern
recognition, pages 1685–1694, 2021.

[33] Kuo Wang, Jingyu Zhuang, Guanbin Li, Chaowei Fang,
Lechao Cheng, Liang Lin, and Fan Zhou. De-biased teacher:
Rethinking iou matching for semi-supervised object detec-
tion. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 37, pages 2573–2580, 2023.



[34] Tong Wang, Yousong Zhu, Yingying Chen, Chaoyang Zhao,
Bin Yu, Jinqiao Wang, and Ming Tang. C2am loss: Chas-
ing a better decision boundary for long-tail object detection.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 6980–6989, 2022.

[35] Chen Wei, Kihyuk Sohn, Clayton Mellina, Alan Yuille, and
Fan Yang. Crest: A class-rebalancing self-training frame-
work for imbalanced semi-supervised learning. In Proceed-
ings of the IEEE/CVF conference on computer vision and
pattern recognition, pages 10857–10866, 2021.

[36] Jialian Wu, Liangchen Song, Tiancai Wang, Qian Zhang, and
Junsong Yuan. Forest r-cnn: Large-vocabulary long-tailed
object detection and instance segmentation. In Proceedings
of the 28th ACM International Conference on Multimedia,
pages 1570–1578, 2020.

[37] Mengde Xu, Zheng Zhang, Han Hu, Jianfeng Wang, Lijuan
Wang, Fangyun Wei, Xiang Bai, and Zicheng Liu. End-to-
end semi-supervised object detection with soft teacher. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3060–3069, 2021.

[38] Cheng Zhang, Tai-Yu Pan, Yandong Li, Hexiang Hu, Dong
Xuan, Soravit Changpinyo, Boqing Gong, and Wei-Lun
Chao. Mosaicos: a simple and effective use of object-centric
images for long-tailed object detection. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, pages 417–427, 2021.


