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Semantically Structured Image Compression via
Irregular Group-Based Decoupling
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Abstract

Image compression techniques typically focus on com-
pressing rectangular images for human consumption, how-
ever, resulting in transmitting redundant content for down-
stream applications. To overcome this limitation, some pre-
vious works propose to semantically structure the bitstream,
which can meet specific application requirements by selec-
tive transmission and reconstruction. Nevertheless, they di-
vide the input image into multiple rectangular regions ac-
cording to semantics and ignore avoiding information in-
teraction among them, causing waste of bitrate and dis-
torted reconstruction of region boundaries. In this paper,
we propose to decouple an image into multiple groups with
irregular shapes based on a customized group mask and
compress them independently. Our group mask describes
the image at a finer granularity, enabling significant bi-
trate saving by reducing the transmission of redundant con-
tent. Moreover, to ensure the fidelity of selective reconstruc-
tion, this paper proposes the concept of group-independent
transform that maintain the independence among distinct
groups. And we instantiate it by the proposed Group-
Independent Swin-Block (GI Swin-Block). Experimental
results demonstrate that our framework structures the bit-
stream with negligible cost, and exhibits superior perfor-
mance on both visual quality and intelligent task support-

ing.

1. Introduction

Image signal serves as a critical information carrier for
various applications in modern society. Image compression
techniques aim at converting images into compact represen-
tations (i.e. bitstreams) to save transmission and storage re-
sources. Lossy image compression is one of the most prac-
tical techniques, as it allows for the restoration of important
content while discarding a small amount of inessential in-
formation. In the past decades, traditional image compres-
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Figure 1. The input image is decoupled into groups ac-
cording to distinct semantics. Then the semantically struc-
tured bitstream (SSB) is generated by compressing the im-
age based on the partitioned groups. The SSB facilitates
downstream applications by selective bitstream transmis-
sion and partial reconstruction, depending on the specific
task requirements.

sion standards [10,56,63,67,69] have been extensively stud-
ied and utilized. With the fast development of deep learn-
ing, neural image codecs [7, 8, 16,28,36,42,43,52-54,77]
rapidly evolved and achieved promising results. Mean-
while, more and more media contents tend to be han-
dled by machine vision algorithms, such as recognition
[17,27,30,34,49], detection [45,46, ], and segmenta-
tion [5,9,11,12,29,48,50,71,75]. However, most compres-
sion methods are mainly developed for compressing reg-
ular rectangular images for human consumption, without
considering the efficiency and functionality for downstream
tasks or human-machine interaction scenarios.

Recently, the field of image coding for machines (ICM)
has emerged to develop a joint efficient and analytical
framework for supporting intelligent analytics. End-to-end
optimization of the trade-off between specific task loss and
compression rate is a promising way [4, 13, 14, 18, 19,40,

,51,62], but it lacks generalization for massively diverse



applications. To overcome this limitation, Feng ez al. [21]
propose to compress general and compact features learned
by self-supervised learning under entropy constraints for
supporting downstream tasks. Nevertheless, it requires re-
training the task model with the proposed features as inputs,
which makes the overall performance heavily depend on the
effectiveness of feature extraction. The methods mentioned
above are designed specifically for scenarios of compres-
sion for machine vision without considering situations in
which human involvement is required. Semantically struc-
tured image compression (SSIC) [64] proposes to gener-
ate a semantically structured bitstream (SSB) by separately
compressing rectangular regions of detected objects using
a pre-prepared object detection toolbox. Although SSB is
efficient in supporting intelligent tasks and human-machine
interaction through partial transmission and reconstruction
of the bitstream, its division approach based on rectangular
regions may encounter problems with overlapped objects.
SSIC addresses this issue by replacing the overlapping ob-
jects with a larger rectangular region, which can result in a
waste of bitrate. In addition, SSIC generates the bitstream
of each object by compressing the corresponding latent vari-
ables in the latent domain directly, without considering the
interaction and dependence of features during the transform
process. This can lead to blurry and distorted group bound-
aries in the partial reconstruction scenario, which in turn
affects the reconstruction quality.

Going beyond the rectangular-based division, this pa-
per proposes to decouple the image into multiple groups
with irregular shapes based on a customized group mask.
Then the SSB is generated by independently compressing
these groups and can support various requirements via se-
lective transmission and reconstruction. Notably, the gen-
eration of the group mask offers high flexibility in terms
of shapes of groups, means of pre-analysis, and partition
criteria, enabling customization to suit diverse application
scenarios and requirements. Moreover, to avoid potential
quality degradation in the partial reconstruction scenario,
we propose the concept of the group-independent trans-
form, which ensures the independence among groups in the
latent representations and therefore the quality of the se-
lective reconstruction will not be affected by the absence
of other groups. More specifically, we instantiate it by
carefully designing the Group-Independent Swin-Block (GI
Swin-Block), which is an extension of Swin Transformer
[49] tailored to our situation and requirements. GI Swin-
Blocks make use of the hierarchical modeling capability of
the Swin-Transformer [49, 77], achieving high coding effi-
ciency under the premise of group independence. By com-
bining the group mask based decoupling and the Group-
Independent Swin-Block, our proposed method can effi-
ciently support various downstream applications including
human-machine interaction and machine vision tasks with

only one bitstream generated.
The main contributions of our approach are summarized
as follows:

e We propose to decouple an image into multiple groups
with irregular shapes for structuring the bitstream. Our
group mask can decribe spatial division at a finer gran-
ularity manner than a typical rectangle, saving bitrate
by reducing redundant content transmission.

e We propose the group-independent transform and
instantiate it by carefully designing the Group-
Independent Swin-Block (GI Swin-Block), which
maintains powerful transformation capability and en-
sures the independence among groups in the latent rep-
resentations.

e Experimental results demonstrate that our proposed
model achieves state-of-the-art compression ability
and superior downstream tasks performance, which
is a codec with both high compression efficiency and
functionality.

2. Related Works
2.1. Image Compression

Traditional Image Compression. Traditional image com-
pression standards, such as JPEG [67], JPEG2000 [56],
HEVC [63], and VVC Intra [10], have been exten-
sively used in practice after several decades of develop-
ment. These standards rely on transform coding [24],
which decomposes the lossy image compression task into
three parts: transform, quantization, and entropy coding.
Each module of these standards is manually designed with
multiple modes, and rate-distortion optimization is per-
formed to determine the optimal mode. However, the com-
pletely hand-crafted structure of traditional codecs limits
their flexibility and scalability to support various objectives,
such as MS-SSIM and classification accuracy, as they can-
not be optimized in an end-to-end manner.

Learned Image Compression. In recent years, learned
image compression methods based on nonlinear transform
coding [6] have achieved rapid progress. Early works in this
area concentrated on enabling end-to-end training by de-
veloping differential quantization and rate estimation tech-
niques [I, 7, 65]. Subsequently, a considerable amount
of work design powerful neural network modules to en-
hance the transform [16, 77], quantization [26, 72], and
entropy model [8, 28, 54, 55]. As a result, some neural
image codecs [16, 25, 28, 54, 55] can achieve comparable
or even superior performance to traditional coding stan-
dards like HEVC [63] and VVC [10]. Moreover, some
works [2,53,60] introduce perceptual loss to effectively im-
prove reconstruction quality. However, existing image com-
pression methods focus on compressing the entire image



without considering selective transmission and reconstruc-
tion of the bitstream for arbitrary reconstruction, leading to
significant bandwidth waste when addressing downstream
applications with different requirements.

2.2. Image Coding for Machines

Image coding for machines aims at compress source
images to serve downstream tasks, such as recognition
[17,27,30,34,49], detection [45,46,57-59], and segmen-
tation [5,9, 11, 12,29,48,50,71,75]. Joint optimization
of task loss and bitrate [3, 32, 40, 44, 68] in an end-to-end
manner is a natural and promising way. Another direc-
tion is compress the features corresponding to downstream
tasks [4,13,14,18,19,51,62]. However, these methods tend
to be biased towards specific tasks and may lack general-
izability to a wide range of intelligent applications. To ad-
dress the limitation of generalization, a novel representation
learning based method is proposed [2 1] to learn general and
compact features by combining contrastive learning with
entropy constraints. The learned features are used to re-
place the original images as the new source for compression
and transmission, resulting in a significant improvement in
coding efficiency across various intelligent tasks. Never-
theless, this approach necessitates re-training the task model
using the proposed features as input, and its overall per-
formance is heavily reliant on the effectiveness of feature
extraction. In this paper, we propose a unified compres-
sion framework for machine vision support without task-
oriented joint training or additional feature learning. More-
over, it can also conduct full or selective reconstruction for
human perception according to requirements.

2.3. Object-oriented Image Compression

Object-oriented image compression is first proposed in
Mpeg-4 Visual [20, 37, 61] by compressing visual object
planes (VOP) with arbitrary shapes, targeting content-based
interactivity and scalability for the image compression tech-
nique. However, due to the difficulty in annotating the com-
plex and intricate shapes of the target and the lack of ac-
tual corresponding downstream applications, MPEG-4 Vi-
sual has not been widely used. Recently, with the fast de-
velopment of deep learning [30, 66], the practical scenarios
of image compression for downstream applications have in-
creased rapidly. Sun et al. [35,64] propose the semantically
structured image compression (SSIC) of decoupling the im-
age into objects and compressing the corresponding latent
variables independently of the neural image codec to gen-
erate the semantically structured bitstream. Nevertheless,
the rectangular-based division adopted by SSIC lacks gen-
eralization to irregular objects and flexibility for customiza-
tion. Additionally, selecting the representation of objects
directly in the latent space ignores the interaction among el-
ements during the encoding transform process, leading to

significant edge distortion of objects in partial reconstruc-
tion. This paper proposes to conduct semantically struc-
tured image compression by decoupling the image into ir-
regular groups based on the group mask, which is flexible
and customizable. Furthermore, we propose the group-
independent transform conducted during both the encoding
and decoding processes, which enables efficient partial or
complete reconstruction of images under various require-
ments.

3. Method
3.1. Overview

The proposed method is an efficient and flexible ver-
sion of semantically structured image compression [64]. It
can satisfy multiple application requirements via transmit-
ting and reconstructing partial spatial regions guided by a
block-wise group mask. Our model takes the group mask as
guidance to ensure that interactions of transform only occur
within the same group, thereby achieving group indepen-
dence during the redundancy removal process. The group
mask, which is generated based on the pre-analysis, such
as object detection, semantic segmentation, and saliency
detection, provides high flexibility and customization for
structuring the bitstream and is considered as side informa-
tion. Then the entropy coding process is conducted on the
variables of each group distinctly, resulting in a bitstream
structured by semantics. The bitstream can be partially or
fully transmitted according to the requirements of the de-
coder side, and then the receiver conducts entropy decoding
on the bitstream and reorganizes the spatial-wise arrange-
ment of latent variables according to the group mask and
the group indexes.

The overall network structure is illustrated in Fig. 2,
which incorporates the group mask and GI Swin-Block for
guiding and instantiating the group-independent transform,
respectively. Section 3.2 and Section 3.3 introduce the
group mask and group independent, respectively. The de-
tailed implementation of our network architecture is pre-
sented in Section 3.4.

3.2. Group Mask

Before compression, the group mask is generated ac-
cording to the results of pre-analysis techniques such as ob-
ject detection, instance segmentation, and saliency detec-
tion. Figure 3 provides an example of this process. More
specifically, for the input image = with a height of H and a
width of W, the spatial resolution of the group mask is the
same as the input image, and it consists of % X % blocks,
where B is the side length of each block. And the value of
it indicates the index of the corresponding group.

Our proposed group mask can clearly divide the ele-
ments in the latent variable space after the one-pass down-
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Figure 2. The network architecture of our proposed model with the channel-wise auto-regressive model (ChARM). ConvT
denotes transposed convolution. AE and AD are respectively arithmetic encoding and arithmetic decoding. In Ours-Hyper
model, we remove the ChARM component and instead output i and o directly from the hyperdecoder h.
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Figure 3. An example of group mask generation. The input
image is pre-analyzed by object detection, then the group
mask is generated based on the results of the pre-analysis.

sampling transform. Besides, downsampling the group
mask by a factor of B before conducting compression can
greatly reduce the overhead bitrate. The block size and the
overhead bitrate have an inverse relationship. Furthermore,
as shown in Figure 4, the generation of the group mask can
be flexibly customized, in terms of the way of pre-analysis
and the criteria of block allocation, efc.

3.3. Group-Independent transform

Lossy image compression based on transform coding
can be divided into three modularized components: trans-
form, quantization, and entropy coding. While quantiza-
tion and entropy coding do not affect the generation and
usage of the semantically structured bitstream (SSB), tradi-
tional transform applied to the entire image to remove spa-
tial redundancy inevitably creates inter-group dependencies
during compression. In situations of selective transmission
and reconstruction, the incomplete representation that re-
sults from the reorganization of a subset of all groups can

lead to inaccurate reconstruction due to the lack of inter-
group dependencies. Therefore, we propose the concept
of the group-independent transform for semantically struc-
tured bitstream generation. The basic idea is to constrain
the transform to be conducted only within each group.

A straight and natural way is by using transformer
[66] with the customized attention map corresponding to
the group mask. However, image compression differs
significantly from high-level understanding tasks, which
the transformer excels at.  The presence of numerous
complex long-range dependencies can impede convergence
and adversely affect the final performance. In order to
achieve high coding efficiency while maintaining the group-
independent property, and inspired by the strong hierarchi-
cal representation modeling capability of Swin-Transformer
[49, 77], we extend the Swin-Block of Swin-Transformer
to our proposed group-independent Swin-Block (GI Swin-
Block). The GI Swin-Block serves as the core component
of the transform. To be more specific, as shown in Figure
S5a, by merging the window partition and the group partition
into the group-independent window partition, allowing the
self-attention to be computed within the partitioned local re-
gions, enabling us to achieve high coding efficiency while
maintaining the group-independent property. Additionally,
the cross-window connections are introduced by merging
the shifted window partition and group partition similarly,
as depicted in Figure 5b.

3.4. Network architecture and pipeline

Figure 2 illustrate the proposed architecture. The main
transform is performed in a staggered manner through
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Figure 4. Tllustration of flexibility to customize the group
mask: (a). Taking overlapping objects as one group with
the guidance of bounding boxes. (b). Taking overlapping
objects as one group with the guidance of instance masks.
(c) Taking overlapping objects as distinct groups with the
guidance of instance masks.

the incorporation of upsample/downsample and group-
independent Swin-Block (GI Swin-Block). Upsample con-
tains a pixel shuffle operation and a convolution layer with
1 x 1 kernel size, whereas downsample contains a pixel un-
shuffle operation and a convolution layer with 1 x 1 ker-
nel size. For entropy coding, we adopt the Mean & Scale
(M&S) Hyperprior model [54] with the strong channel-wise
auto-regressive model (ChARM) [55] to predict the proba-
bility distribution of latent variables.

Specifically, given a source image x, the encoder g, con-
verts it to latent representations y conditioned on the given
group mask m = Zf\il m,;, where i € {1,2,3,...,N},
indicating the index of the corresponding group in all N
groups. In each m, the values of positions corresponding
to the 7,5, group are set as ¢, and all values of other positions
are set as 0. Similarly, we can define = vazl x; and

Yy = Zivzl y, from the perspective of group, and transform
only occurs within each group, which is given by

Y; = ga (x5]M;) . (D

Thanks to the group-independent transform, we can easil
implement the transform of all groups within one forward-

pass, thus, the process can also be written as y =
9a (@|m).

Then the latents are quantized to discrete representa-
tions g and selectively transmitted to the decoder side
with predicted probability distribution through the entropy
model. Concretely, the side information z is extracted by
the hyper-encoder z = h, (y). The quantized hyper-latent
2 = @ (z) is modeled and entropy-coded with a learned
factorized prior. In ChARM, latent § is split into .S (we
choose S=10) slices along with channel dimension, and
each slice g, is entropy-coded based on the previous slices
Y- U is modeled by a conditional Gaussian distribution
convolving with a unit uniform noise.

After selectively entropy decoding the quantized latents,
we have g, = ZjeP 9, where P C {1,2,..., N} is the
gather of required groups. The reconstruction image &, =
> jep &; will be calculated as follows
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(a) GI window partition under regular window partition.
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(b) GI window partition under shifted window partition.

Figure 5. Group-independent window partition of GI Swin-
Block under regular and shifted window partition. Self-
attention is conducted inside each local region.

&; = gs (§;lm;) . 2)

Similar to Equation (1), Equation (2) can also be written as
& = gs (g|m). Note that the rounding operation is non-
differentiable, thus we apply uniform noise for learning the
entropy model and use a rounded one as the input of the
decoder g, as in [55].

4. Experiments
4.1. Experiment Setup

Image Codec. We train our high bitrate models (>=
0.6bpp) on the Flickr 2K dataset, which has the same set-
ting as [76] and train our low bitrate models (< 0.6bpp)
on the COCO 2017 training set [47]. Ours-Hyper are
trained with 3.2M iterations, while Ours-ChARM models
are trained by initializing their weights from higher bi-
trate hyperprior models for another 1.2M iterations. Each
batch contains 8 random 256 x 256 crops from the train-
ing dataset. The learning rate is set as 5e — 5 and is de-
cayed by a factor of 10 at 2.8 M iterations. Training loss
L = R + D is the weighted combination of the rate-
distortion trade-off, balanced by the Lagrange multiplier
B. We adopt the mean squared error (MSE) in the RGB
color space as the distortion metric D. The bitrate range of
our image codecs is achieved by applying different /3 that
B € {512,1024,2048,4096}. During the training stage,
we randomly generate the group masks for the training of
the group-independent transform, the detailed operations
are shown in the supplementary material.

Evaluation Datasets and Protocol. For the entire im-
age reconstruction quality, we use the widely-used Kodak
dataset [39] to evaluate the coding efficiency of our models.
We evaluate the selective reconstruction quality on objects
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Figure 6. Rate distortion comparison of compression efficiency on both entire and partial reconstruction scenarios. The
PSNR of partial reconstructions is only calculated on the pre-detected bounding boxes.
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of all categories and human objects using 40 and 20 im-
ages, which are randomly selected from the COCO 2017
validation set. The PSNR of the region of interest serves as
the metric for measuring the objective quality. Additionally,
the bits per pixel (bpp) are calculated by dividing the total
bits of the transmitted bitstream by the number of pixels in
the region of interest. To verify the effectiveness of our pro-
posed method in supporting downstream tasks, we conduct
experiments on instance segmentation and pose estimation
using the COCO 2017 validation set. [47]. This dataset is
widely used for dense prediction tasks and comprises 118K
training, SK validation, and 20K test-dev images. We eval-
uate the performances of instance segmentation and human
keypoint detection using Mask R-CNN (X101-FPN back-
bone) and Keypoint R-CNN (X101-FPN backbone), respec-
tively, implemented in the Detectron2 toolbox [70].

4.2. Quantitative Results

For comparisons, we choose recent neural image
codecs [16,28,54,77], powerful classical image codecs [ 10,
], and the functional codec that supports semantically
structured bitstream [64]. Among them, ELIC [28] is re-
produced and performs closely as their report. It is crit-

ical to emphasize that the encoder does not possess prior
knowledge regarding the regions of interest required by the
decoder. And we utilize object detection as the pre-analysis
by default, which is one of the most fundamental visual
analysis tools. The semantically structured bitstreams are
generated based on the bounding boxes detected by the de-
tector of Mask R-CNN (X101-FPN backbone), and are se-
lectively decoded and reconstructed into images for evalua-
tion according to the requirements of relative semantics. In
all experiments of quantitative results, the block size B of
group masks is set to 32 to balance the trade-off between
performance and overhead bitrate, and we take the union of
overlapping groups as one group. More experiments com-
pared with other methods of image coding for machines are
presented in the supplementary.

Reconstruction Quality. For entire image reconstruc-
tion, Figure. 6a demonstrates that our proposed model
achieves state-of-the-art rate-distortion performance, sur-
passing VIM 18.2 in terms of PSNR at all bitrates. No-
tably, structuring the bitstream according to semantics intro-
duces negligible effects. Therefore, our model has a strong
potential to achieve both high coding efficiency and func-
tionality simultaneously. For partial image reconstruction
in scenarios of specific interest, as shown in Figure. 6b and
Figure. 6¢, our model has achieved a significant improve-
ment compared to other codecs. Specifically, the semanti-
cally structured bitstream enabled our model and SSIC [64]
to avoid transmitting and decoding bitstreams correspond-
ing to the entire image, which is required of ELIC [28].
Additionally, our model’s flexible block-level group mask
and group-independent transform spatially decouple latents
from the semantic level, resulting in sharper and more re-
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Figure 9. Visualization of reconstructed images for downstream tasks from the COCO 2017 dataset. The first line corresponds
to instance segmentation, and the second one corresponds to pose estimation.

alistic boundaries compared to SSIC [64]. Moreover, in
the case of overlapping regions, our model can significantly
save bitrate by grouping them into an irregular group in-
stead of replacing them with a larger bounding box, which
would introduce more distortion.

Downstream Task Supporting. Figure. 7 demonstrates
our excellent performance on instance segmentation and
pose estimation. On instance segmentation, our model
achieves significantly improved performance at low bitrates
(<0.6bpp) compared with other methods, which can be at-
tributed to the faithful reconstruction of Rol boundaries in
our approach. It is worth noting that the superior perfor-
mance of our method on pose estimation is due to the ability
of our model to preserve fine details and boundaries, which
are critical for accurately localizing human keypoints. In
addition, human objects are a minority in the image and
are often sparsely distributed, and compared with SSIC, our
method can significantly reduce bitrate by avoiding trans-
mitting the latents corresponding to the rectangular area
containing all overlapped objects.

4.3. Qualitative Results

Reconstruction for Human Consumption. When the re-
constructed images are mainly intended for human con-

sumption with specific semantic interests, as shown in Fig-
ure 8, bitstreams generated by codecs designed for com-
pressing regular rectangular images are required to be fully
transmitted and serve full reconstruction, regardless of the
requirements and the content of images. Although SSIC
[64] partially addresses this issue through generating SSB
through bounding box based division, it lacks flexibility and
may introduce additional irrelevant disturbance when merg-
ing overlapping objects into larger bounding boxes. More-
over, SSIC generates the bitstream by directly dividing the
corresponding positions in the latent variable space after
the transform based on ConvNets, which can lead to lost
dependencies during selective reconstruction, resulting in
blurred and distorted region boundaries. With group mask
based partitioning and group-independent transform, our
method decouples images to generate the SSB more effi-
ciently while ensuring that no distortion or blurring is intro-
duced after selective reconstruction, leading to both signifi-
cant bitrate saving and a better visual experience.

Reconstruction for Intelligent Tasks. When using re-
constructed images for downstream intelligent tasks, selec-
tively transmitting and decoding the semantically structured
bitstream based on the prior knowledge of relative seman-
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tics can significantly save bitrate. As illustrated in Figure
9, conventional codecs designed for compressing rectangu-
lar images require the entire bitstream to be transmitted and
decoded. Downstream models then perform intelligent an-
alytics on the fully reconstructed image, resulting in a waste
of bitrate. Similar to image reconstruction for human con-
sumption, SSIC can perform selective transmission to save
bitrate. However, its bounding box based partitioning may
not be optimal for bitrate savings, and the resulting blurred
and distorted region boundaries and irrelevant content can
further impede downstream intelligent analytics. (misiden-
tifying the car as a person shown in Figure 9). Our method
can more efficiently generate the SSB and support various
downstream tasks with specific requirements with both ac-
curacy and coding efficiency.

Customizablity and Flexibility. It’s flexible to customize
the semantically structured bitstream based on different se-
mantical partition criteria. For instance, as shown in Fig-
ure 10, the generation and usage of semantically struc-
tured bitstreams can be based on either object detection or
instance segmentation, depending on the specific require-
ments. It should be noted that the methods of pre-analysis
are not limited to object detection and instance segmenta-
tion as shown in Figure 10, but can include other techniques
such as saliency detection [23,31,74], semantic segmenta-
tion [5,50,71,73,75], panoptic segmentation [15, 38], efc.,
and even human annotation.

Semantically-Aware Encryption. As presented in Figure
11, our proposed method can be applied to bitstream en-
cryption, enabling selective and even layered encryption
with semantic priors based on the user’s security level. In
some cases, the selectively encrypted SSB can allow for se-
cure transmission and storage of sensitive information while
minimizing the impact on visual quality and downstream
analytics. Please refer to the supplementary material for
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details of implementation.

5. Ablation Study

In order to show the effectiveness of our proposed group
mask and group-independent transform (GIT) for both Rol-
aware selective reconstruction and downstream intelligent
analytics, we conducted the ablation study at different bi-
trates. Specifically, we use people as the region of interest
for Rol reconstruction, and the results for taking all fore-
ground objects as Rol are presented in the supplementary
material. Additionally, we conducted an ablation study on
pose estimation of COCO 2017 for intelligent task support,
and the results on instance segmentation are also included
in the supplementary material.

Group Mask. Figure 14 shows that group mask based
partitioning saves significant bitrate compared with naive
bounding box based partitioning. Meanwhile, both the vi-
sual quality of Rol reconstruction and downstream task per-
formances would not be impeded.

Group-Independent transform. As shown in Figure 14a,
group-independent transform is crucial for the visual qual-
ity of Rol reconstruction. And the downstream task per-
formance would be impeded by the blurred and distorted
region boundaries without group-independent transform,
which is shown in Figure 14b.

6. Conclusion

In this work, we propose to generate semantically struc-
tured bitstream with strong functionality based on group
masks, which are highly flexible, customizable, while main-
taining lightweight overhead. Moreover, we first propose
the concept of group-independent transform and instanti-
ate it by designing the Group-Independent Swin-Block (GI-
Swin Block) to ensure independence among distinct groups,
resulting in pleasing reconstructions of Rol regions. Par-
ticularly, our proposed method outperforms VIM-18.2 and
achieves comparable coding efficiency with the SOTA neu-
ral image codecs, while offering strong functionality. The
experimental results have demonstrated the effectiveness of
our proposed method across several applications, including
human consumption of regions of interest, downstream task
support, and semantically-aware encryption.
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This supplementary material provides additional experi-
mental comparison, implementation details of semantically-
aware encryption, and ablation study of taking all fore-
ground objects as regions of interest.

A. Comparison with Other Methods

In this section, we compare our proposed method with
VTM 18.2 and three other methods designed for image
coding for machines: the traditional codec based Rol bit-
allocation scheme [33], the learning based joint training
codec [40], and the general representation learning based
approach [21]. The evaluation task is instance segmentation
on COCO 2017 [47]. It is noteworthy that the bitstreams
of Rol bit-allocation [33] and the task-driven joint train-
ing methods are tailored to the corresponding task, and the
general representation learning based method [21] necessi-
tates retraining the task model with new source data (i.e.,
the learned representation). Nevertheless, our method still
yields significant improvement compared with other meth-
ods.
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Figure 13. Instance segmentation on MS COCO.

B. Semantically-Aware Encryption

We conduct encryption on latent variables. Specifically,
for each group to be encrypted, the chosen variables are first
reshaped into a one dimensional vector, and then perturbed
by Fisher-Yates shuffle algorithm [22]. The perturbance
is achieved through a cryptographic random seed. And,
the perturbed vector is rearranged into its original shape
and encoded into the corresponding bitstream. Correspond-
ingly, the likelihood is shuffled in the same way for entropy
coding. Then, entropy coding are conducted on the latent
variables of current group, resulting in the encrypted bit-
stream. At last, the semantically structured bitstream con-
sists of both encrypted and non-encrypted ones according
to requirements. Furthermore, the user can perform differ-
ent levels of encryption on different groups, resulting in the
layered encrypted bitstream.

C. Ablation Study
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(a) Rol reconstruction.
Figure 14. Ablation study.
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(b) Instance Segmentation.

In Section 5 of the main text, we perform ablation stud-
ies by regarding people as the regions of interest (Rol).
In this section, we provide additional experimental results,
where we consider all foreground objects belonging to MS
COCQO’s categories as the Rol. The results shown in Fig-
ure 14 indicate the same conclusion as Section 5 of the main
text, that our proposed group mask can significantly save bi-
trate while the group-independent transform can ensure the
reconstruction quality of selective transmission and recon-
struction.



