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Abstract

Segmentation of objects in microscopy images is re-
quired for many biomedical applications. We intro-
duce object-centric embeddings (OCEs), which embed im-
age patches such that the spatial offsets between patches
cropped from the same object are preserved. Those learnt
embeddings can be used to delineate individual objects
and thus obtain instance segmentations. Here, we show
theoretically that, under assumptions commonly found in
microscopy images, OCEs can be learnt through a self-
supervised task that predicts the spatial offset between im-
age patches. Together, this forms an unsupervised cell in-
stance segmentation method which we evaluate on nine di-
verse large-scale microscopy datasets. Segmentations ob-
tained with our method lead to substantially improved re-
sults, compared to state-of-the-art baselines on six out of
nine datasets, and perform on par on the remaining three
datasets. If ground-truth annotations are available, our
method serves as an excellent starting point for super-
vised training, reducing the required amount of ground-
truth needed by one order of magnitude, thus substan-
tially increasing the practical applicability of our method.
Source code is available at github.com/funkelab/
cellulus.

1. Introduction

Determining whether two image regions belong to the
same object is a fundamental challenge in instance segmen-
tation, albeit a simple task for humans. A plausible hypoth-
esis is that humans learn to recognize parts as belonging to
a whole by repeatedly observing them in each other’s vicin-
ity. We introduce object-centric embeddings (OCEs), which
leverage this assumption for unsupervised instance segmen-
tation. OCEs map image patches in such a way that the spa-
tial offsets between patches cropped from the same object
are preserved in embedding space. We investigate the us-
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age of OCEs in the domain of microscopy imaging and in-
troduce CELLULUS, a method that identifies and segments
individual cells in microscopy images.

By relying on reasonable assumptions about microscopy
images, namely that (i) the objects in these images have a
similar appearance and (ii) the objects in these images are
randomly distributed, we show that OCEs can be learnt in
an unsupervised fashion.

Cell instance segmentation is crucial for answering im-
portant life science questions. In recent years, deep
learning-based segmentation approaches [23, 12] have
achieved the best performance on standard benchmarking
datasets, but these approaches rely on large amounts of an-
notated training data. Our proposed unsupervised method
CELLULUS, in contrast, circumvents the problem of acquir-
ing these manual annotations.

With CELLULUS, we provide an approach for employ-
ing the learnt object-centric embedding locations per patch,
identifying image patches that are part of the same cell and
thus segmenting cell instances in a unsupervised way (see
Figure 1 for a few examples). We demonstrate that this un-
supervised segmentation pipeline achieves competitive re-
sults with respect to pre-trained baseline models on a di-
verse set of nine microscopy image datasets (see Table 1).

Additionally, instance segmentations obtained through
our proposed unsupervised pipeline are excellent starting
points to support supervised training when very little man-
ually generated ground truth annotations are available. We
show that we obtain comparable performance to supervised
segmentation methods, after fine-tuning on one order of
magnitude less data (see Figure 5).

More generally, supervised training supported by unsu-
pervised segmentation is at least as good as purely super-
vised learning on all investigated datasets, demonstrating
that our method dramatically reduces the amount of ground
truth annotations needed, and at times not requiring any.

Reducing or eliminating the need for manual ground
truth is of particular importance to biological research, as
new light-microscopy methods are capable of generating
terabytes of data in a single experiment. Manually annotat-
ing even small regions of such datasets can take hundreds
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Figure 1. Method overview and example segmentations on diverse datasets. Top row: An unsupervised learning objective gives rise
to object-centric embeddings (OCEs), such that patches extracted from the same object (green boxes) maintain their relative position to
each other. Predicted densely, these OCEs allow instance segmentation of cells in microscopy images, by using a post-processing step such
as mean-shift clustering. Bottom row: Example raw images and dense OCEs/instance segmentations on four datasets spanning different
imaging modalities, cell sizes and shapes.

or thousands of human hours. Thus, there is a tremen-
dous need for self-supervised learning methods to help
cope with the vast amount of data generated by modern
microscopes. CELLULUS is available at github.com/
funkelab/cellulus.

2. Related Work

Currently, machine learning and deep learning-based
methods dominate the field of cell instance segmenta-
tion [26, 23, 12]. These cell segmentation methods can be
categorized by their intermediate (auxiliary) representation
used to derive the predicted segmentation.

STARDIST [22], for example, represents objects as star-
convex polygons (i.e., distances from a center point to the
cell boundary along sets of equi-distant rays). On the
other hand, CELLPOSE [23] encodes cells by vectors that
point inwards from the boundary. The representations of
STARDIST and CELLPOSE are pre-defined and tailored to
the tasks of cell segmentation.

Alternatively, pixel-level representations (here referred
to as embeddings) can be learnt from labels directly by
pulling embeddings of pixels within instances together and
pushing embeddings across instances apart [3]. Initially de-
veloped for natural images, this concept was further devel-
oped into a cell segmentation and tracking algorithm in the
work by Payer et al. [18], which established the state-of-
the-art on six Cell Tracking Challenge (CTC) datasets.

Recent submissions to the CTC further improved the
segmentation and tracking performance. While Arbelle et
al. [1] and Scherr et al. [21] relied on boundary classifica-

tion to separate densely clustered cells, Löffler et al. [15]
used spatial embeddings.

Spatial embedding-based approaches learn a function
which associates each pixel at location i in the raw image,
to a relative spatial embedding (offset vector) ri, such that
the resulting absolute spatial embedding ei = i + ri for all
pixels belonging to an object instance point to a common
point (e.g. the instance centroid).

Typically, the embeddings are learnt using a regression
loss function, either minimizing the distance between abso-
lute spatial embeddings of pairs of pixels i, j from the same
instance Lregr =

∑
i,j σ (ei − ej) or equivalently by ap-

proaching the mean over the whole instance [16, 12]. Here,
σ is a measure of distance, e.g., | · |2. Recently, EMBEDSEG
used spatial embeddings to establish the state-of-the-art on
multiple 2D and 3D microscopy datasets [12].

We note that our learning approach has parallels with
supervised learning of pixel-wise spatial embeddings. In
our work, self-supervised learning leads to object-centric
embeddings, which are post-processed using the mean-shift
clustering algorithm, analogous to De Brabandere et al. [3].

Self-supervised learning methods learn representation
by solving tasks that predict an intentionally hidden part
of the data. Predicting the spatial arrangement of im-
age patches provides a rich signal for learning meaning-
ful representations for downstream tasks. Spatial tasks in-
clude solving jigsaws [17], predicting patch rotations [6],
or classifying relative patch positions from a grid-like pat-
tern [5]. More recently, contrastive learning between multi-
ple views [8, 9, 25, 14] enabled learning of representations
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Figure 2. Unsupervised Learning of Object-Centric Embeddings. During learning, small image patches are randomly cropped from
the raw image and embedded through a learnable function fθ into a 2D embedding space. The objective of the loss LOCE is to ensure that
the spatial offset between pairs of patches in the raw image (green arrows) is preserved in the embedding space (see Equation 4).

that transfer well to downstream tasks. These learnt repre-
sentations have been shown to reduce the required amounts
of annotated data in tasks such as image classification [10]
and semantic segmentation [13, 24].

2.1. Unsupervised Methods for Cell Segmentation

Recently, methods for cell instance segmentation have
been proposed that do not rely on human annotation.

The unsupervised segmentation pipeline proposed by
Din and Yu [4] employed a Convolutional Neural Network
(CNN), which when centered on each cell nucleus is tasked
to predict a binary mask for each cell. The model is trained
without any ground-truth and is tasked to predict consis-
tent masks that cover all foreground pixels. However, this
method still relied on pre-trained networks for locating the
nuclei using which the cell segmentations are predicted and
can therefore not be considered fully unsupervised.

Completely unsupervised instance separation has been
proposed by Wolf et al. [27], where inpainting networks
are used to determine which image regions are indepen-
dent. These independent regions are determined by a hi-
erarchical optimization strategy that continually subdivides
the image until all instances are separated. In contrast to
our proposed method CELLULUS, the post-processing step
of Wolf et al. [27] is very computationally expensive and
does not provide a method for detecting background regions
automatically.

Xie et al. [28] proposed a self-supervised method that
employed two proxy tasks of estimating nuclei size and
ranking count of nuclei and this enabled the model to mine
instance-aware representations from raw data.

3. Method
We aim to learn an embedding of image patches that

reflects the relative spatial arrangement of these patches
(i.e. the offset between the predicted embeddings should
be equal to their spatial offset), as if they were extracted
from the same object (see Figure 2). We refer to the spa-
tial offset between patches extracted from the same object
as intra-object offset and the learnt embeddings as object-
centric embeddings (OCEs).

3.1. Unsupervised Learning of OCEs

Under conditions that are commonly found in mi-
croscopy images, OCEs can be learnt in an unsupervised
manner, i.e., without the provision of segmentation ground-
truth. Those conditions are:

1. Objects in the image are similar
2. Objects are randomly distributed in the image plane
3. A patch cropped from an object contains enough infor-

mation to identify its position inside the object (i.e., no
two parts of an object look exactly identical)

Under these conditions, the expected offset between two
image patches is proportional to the intra-object offset of
those two patches, i.e., the spatial offset between those
patches if they were part of the same object.

Let a and b be two different patches found on an object
(e.g., the left- and the right-most patches of a cell, see Fig-
ure 3). If multiple similar objects are present in an image,
there will be multiple locations i ∈ Ω where the patch a is
visible, and distinct locations j ∈ Ω where the patch b is vis-
ible. Here, Ω is the set of all pixel locations and x : Ω 7→ R
is the image. We will refer to the image patch at a location



Figure 3. Illustration of the expected offset between two exam-
ple patches in an idealized image: Black squares show all image
locations where the two patches and are found. The ex-
pected offset between those patches stems from offsets observed
within the same object (intra-object offsets, shown as green ar-
rows) and offsets observed between different objects (inter-object
offsets, shown as orange arrows for the center object only). As-
suming a random distribution of objects in large images, the aver-
age offset between different objects is zero, thus the expected off-
set

−→
ij between the given patches is proportional to the intra-object

offset.

i as p(i) and denote the set of all locations that contain a
given patch a as Ωa, i.e., Ωa = {i ∈ Ω | p(i) = a}.

Consider the expected observed offset
−→
ij = j − i be-

tween all occurrences of patches a and b: for each object
contained in the image, patches a and b are observed once
with their intra-object offset, i.e., the offset they have to
each other as being part of the same object. For every pair of
different objects, however, patches a and b will be observed
at random offsets, following the assumption that objects in
the image are randomly distributed. The key insight that
allows unsupervised learning of OCEs is that the observed
offsets of patches from different objects have zero mean.

Formally, the expected offset between all locations of
two image patches a and b is given as

E
[−→
ij |a, b

]
≈ 1

N

∑
i∈Ωa

∑
j∈Ωb

−→
ij , (1)

where N = |Ωa| · |Ωb| is the number of pairs of image
locations i, j, where patches a and b are observed.

This expectation can be rewritten to distinguish observed
offsets from the same versus different objects. For that, let
Ωi

b denote all locations j where patch b appears and is part
of the same object at location i. Similarly, let Ω

i

b be the
set of locations j where patch b appears, but is not part of
the object at location i. We can now rewrite the expected

observed offset
−→
ij as

E
[−→
ij |a, b

]
≈ 1

N

∑
i∈Ωa

∑
j∈Ωi

b

−→
ij +

∑
j∈Ω

i
b

−→
ij

 (2)

=
1

Ns

∑
i∈Ωa

∑
j∈Ωa

b

−→
ij

︸ ︷︷ ︸
intra-object offset

+
1

Nd

∑
i∈Ωa

∑
j∈Ω

a
b

−→
ij

︸ ︷︷ ︸
≈0

, (3)

where Ns and Nd denote the number of times that patches a
and b are observed in the same object and different objects,
respectively.

The first term in Equation 3 is, by definition, the intra-
object offset, i.e., the quantity we aim to infer. The second
term is the expected offset between patches a and b if both
are part of different objects. Under the assumption that mul-
tiple similar objects are randomly distributed in the image,
this expectation is zero: observing patch a relative to patch
b with offset

−→
ij is just as likely as observing them at the in-

verse offset
−→
ji . Without any supervision, the constants Ns

and Nd are not known. The expected offset, calculated as
in Equation 1, is thus proportional to the sought after intra-
object offset.

In conclusion, the expected offset given any two patches
approximates the offset between the patches extracted from
the same object. We can leverage this property to devise
a loss function that minimizes the differences between the
spatial and embedding offsets between pairs of patches, and
thus learn an object-centric embedding in an unsupervised
fashion.

Let fθ : P 7→ R2 be a parameterized embedding func-
tion, mapping from the set of all image patches P to a 2D
embedding space. We denote a patch located at i as p(i) and
its embedding as r(i) = fθ(p(i)). We propose the follow-
ing unsupervised loss, minimizing the difference between
d(i, j) = i−j and d̂(i, j) = r(i)−r(j) for pairs of patches:

LOCE =
∑
i,j∈Ω

σ
(
d(i, j)− d̂(i, j)

)
, (4)

where σ is a measure of distance, e.g., | · |2 (we will discuss
our choice of σ below).

3.2. Loss Implementation

In practice, the embedding function will be implemented
as a Convolutional Neural Network (CNN) and its weights
can be updated using stochastic gradient descent. In this
setting, strong gradient contributions resulting from pairs
of patches of different objects can be problematic due to
their high variance, even if they have zero mean. To ad-
dress this, we dampen the effect of large distances in our
loss function by using a sigmoid distance function, i.e.,
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Figure 4. Overview of the inference pipeline. Input image to the trained object-centric embedding (OCE) network is augmented repeatedly
with salt and pepper noise, producing several noisy instances of the raw image (first column). OCEs are predicted densely for each noisy
instance of the input raw image (second column). Next, the pixel-wise mean and variance of the predicted OCEs is calculated (third
column). Images locations with high variance are treated as the background. The remaining foreground region is clustered into individual
object instances using mean-shift clustering (fourth column).

σ(δ) =
(
1 + exp

(
−∥δ∥2

2

τ

))−1

, where τ is a hyperparame-
ter controlling the rate of damping.

Furthermore, we limit the sampling of pairs of patches
to have a maximal distance κ and add an L2 regularization
term to obtain our final unsupervised loss function as

L =
∑
i,j∈P

σ
(
d(i, j)− d̂(i, j)

)
+ λreg∥r(i)∥2, (5)

where P ⊂ {i, j ∈ Ω | |i− j|2 ≤ κ}. For more details, see
Appendix A.

3.3. Instance Segmentation from OCEs

An instance segmentation can be obtained from OCEs
by firstly segmenting foreground vs. background, followed
by partitioning the foreground into individual instances.

To address the background identification, we exploit the
sensitivity of the OCEs to noise in background: We observe
that certain noise patterns in the background (e.g., single
bright pixels) become the center point of locally consis-
tent embeddings, thus creating spurious objects (see Fig-
ure 4, first column for an example). To identify background,
we repeatedly introduce artificial noise to the raw image
and measure the variance of the predicted embeddings (we
found salt-and-pepper noise to be effective). We find that
the distribution of the variance of these embeddings over
image locations is bi-modal, such that a parameter-free
thresholding method like Otsu’s is sufficient to separate
foreground from background.

After identifying the background, we segment individual
instances in the foreground through a mean-shift clustering
on the dense OCE predictions [2, 19] (see Figure 4).

4. Experiments
Used Datasets. We test our method CELLULUS on nine
publicly available datasets for which dense ground truth an-

notations are available. The datasets were chosen to repre-
sent a diverse set of image modalities, cell/tissue types, and
imaging platforms.

TissueNet [7] is the largest of the analyzed datasets, with
1.3 million annotated cells. It covers six imaging platforms
and includes histologically normal and diseased tissue of
humans, mice, and macaques. The included tissue types
(IMMUNE, LUNG, PANCREAS, SKIN cells) vary widely in
cell appearance and density. Therefore, we add evalua-
tions where we restrict the dataset to the four individual tis-
sue types. For reference, constructing TissueNet required
> 4, 000 hours of human annotation time.

The nuclei and whole cell are labeled in TissueNet and
both of these image channels were used during training and
inference. For evaluation purposes during inference, the
predicted instance segmentations are compared against the
ground truth labels for the whole cell image channel.

Cell Tracking Challenge (CTC) [26] provides diverse 2D
and 3D datasets 1. We select five 2D datasets with distinct
cell appearances: HSC, HU7, SIMULATED, FLUOHELA
and PSC.

Each dataset comes with two sets of image sequences:
1 and 2. We used set 1 for training, while set 2 is held out
for evaluation. Images in the CTC datasets contain only one
channel.
Segmentation Metrics. We use two widely used cell
segmentation scores: (i) SEG score (used by CTC [26])
matches every ground truth object to a predicted instance
segmentation and measures the average intersection over
union (IOU) of all matches. (ii) F1 score (used by Green-
wald et al. [7]) matches all predictions and ground truth ob-
jects with an IOU greater than or equal to a fixed threshold
(0.5 unless specified) and reports the F1 measure of suc-
cessfully found matches.

1http://celltrackingchallenge.net/2d-datasets/

http://celltrackingchallenge.net/2d-datasets/


Table 1. Quantitative results when no annotations are available
(fully unsupervised setting).
The pretrained models of STARDIST [22] and CELLPOSE [23]
are compared with CELLULUS on nine diverse microscopy im-
age datasets. Two instance segmentation metrics F1 and SEG are
evaluated by comparing the quality of predicted instance segmen-
tation with the ground truth instance segmentation. Best perform-
ing method on each dataset is shown in bold. The last row TIS-
SUENET (all) shows a weighted average (weights proportional to
the number of images) of results for IMMUNE, LUNG, PANCREAS

and SKIN.

CELLPOSE STARDIST CELLULUS
F1 SEG F1 SEG F1 SEG

HSC 0.00 0.00 0.09 0.14 0.06 0.42
HU7 0.40 0.27 0.03 0.02 0.75 0.55
SIMULATED 0.49 0.34 0.23 0.35 0.83 0.65
FLUOHELA 0.36 0.65 0.38 0.79 0.34 0.70
PSC 0.76 0.58 0.64 0.47 0.64 0.51

IMMUNE 0.44 0.21 0.66 0.41 0.69 0.57
LUNG 0.76 0.53 0.81 0.59 0.51 0.51
PANCREAS 0.56 0.36 0.58 0.36 0.67 0.49
SKIN 0.48 0.26 0.39 0.24 0.60 0.46

TISSUENET (all) 0.55 0.32 0.59 0.38 0.64 0.52

4.1. Unsupervised Segmentation

We compare CELLULUS against two state-of-the-art pre-
trained segmentation models that are widely used across
datasets. We investigate the segmentation performance un-
der the condition that no ground truth annotations are avail-
able.
Baseline Methods. STARDIST [22] is a widely used
cell/nucleus segmentation method. It predicts, for each
pixel, the distances to the boundary in a predefined set of
directions. CELLPOSE [23] uses a supervised network to
predict spatial embeddings and clusters pixels together us-
ing a diffusion-based aggregation method.
Segmentation Performance. For each dataset, we train
an object-centric embedding network. Raw images are
intensity-normalized (1 percentile intensity is mapped to
0 while 99.8 percentile intensity is mapped to 1) and in-
put to the network to produce dense object-centric embed-
dings. During inference, these object-centric embeddings
are processed to obtain instance segmentations and the F1
and SEG scores are computed with respect to the ground
truth masks for the set of images held-out for evaluation
purposes (see Table 1). An overview of the datasets and the
predicted embeddings and instance segmentations is shown
in Figure 7.

Our method outperforms both baselines on real-world
datasets HU7, HSC, SIMULATED, IMMUNE, PANCREAS
and SKIN (according to SEG score). On the SIMULATED
dataset, our method performs exceptionally well (see Ta-

Table 2. Performance of CELLULUS across a range of scale
factors for two datasets.
Two instance segmentation metrics F1 and SEG are evaluated by
comparing the quality of predicted instance segmentation obtained
using CELLULUS at different scale factors, with the ground truth
labels at scale factor = 1.0. Scale factor is inversely related to the
employed patch size.

Scale Factor 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

IMMUNE

F1 0.12 0.33 0.48 0.44 0.64 0.69 0.69 0.66 0.67 0.59 0.58
SEG 0.20 0.28 0.38 0.36 0.48 0.57 0.55 0.57 0.57 0.56 0.54

LUNG

F1 0.17 0.23 0.32 0.52 0.48 0.51 0.36 0.46 0.37 0.27 0.28
SEG 0.27 0.25 0.35 0.49 0.44 0.51 0.40 0.52 0.48 0.38 0.44

ble 1 and Appendix D). To highlight the success and failure
modes of our method, we measure the F1 score per image
and report the [0th, 25th, 50th, 75th, and 100th] percentile
images for different tissue types in Figure 6.

We find that our method can compensate for some vari-
ations in object sizes. Compare, for example, the small
cells in the 75th percentile image of the IMMUNE dataset
with more voluminous cells in the 100th percentile (see Fig-
ure 6). However, we also observe that larger outlier ob-
jects (e.g., the 0th percentile SKIN image) lead to structural
under-segmentation.
Background Detection Performance. We observe that our
background detection generally matches the ground truth
in the datasets HU7, FLUOHELA, TISSUENET, PSC and
SIMULATED, where no additional structure in the back-
ground is visible. When objects are exceptionally dim, their
embeddings may vary with the added noise, which leads to
them being treated as background (e.g. see Figure 6, 25th

percentile in the SKIN dataset).
The HSC dataset is exceptionally challenging, with a

visible culture plate in the background adding additional
structure to the image. This leads to additional segments in
our method (see Figure 7). All studied methods struggle to
predict these segments accurately, with an F1 score below
0.1. Remarkably, our method receives a high SEG score
compared to the other methods. Further analysis of this
dataset, including an evaluation of segmentation metrics for
all matching thresholds, can be found in Appendix C.
Scale Informs All Parameter Choices. The size of the se-
lected image patches determines what object sizes can be
detected. Patches should be smaller than individual objects
but still contain meaningful features. To keep all network
parameters and training setup constant, we resize the train-
ing data. Specifically, datasets HU7, PSC and SIMULATED
are re-scaled by a factor of [0.5,2., 2

3 ], respectively. All
other datasets were analyzed at their native resolution.

We also explore the performance of CELLULUS across a
range of scale factors for two datasets IMMUNE and LUNG
(see Table 2). Note that predictions produced for any scale
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Figure 5. Supervised cell segmentation performance for varying amounts of annotations. We compare a classical supervised learning
approach (blue) trained using only manual annotations, against using a mixture of manual annotations and pseudo-ground truth derived
from our unsupervised OCEs (orange), on the four tissue types (IMMUNE, PANCREAS, LUNG and SKIN) in the TISSUENET dataset [7].
The results for ALL (left) are obtained by averaging the results obtained individually on the four datasets (right).

factor are compared against ground truth labels at scale fac-
tor = 1.0 to obtain the F1 and SEG scores.
Implementation. For learning the object-centric embed-
dings, we use a U-Net architecture with a limited field of
view of 16× 16 (single 2x down-sampling layer, ReLU ac-
tivation). For more details, see Appendix A.

After the training, a scale-appropriate bandwidth of
mean-shift clustering has to be chosen. We use the im-
plementation of mean-shift clustering provided by scikit-
learn [19] and perform a line search to determine the op-
timal value.

When instances are tightly packed, our segmenta-
tion matches closely with the ground truth without post-
processing. However, when instances are surrounded by
background, we find that patches close to the object bor-
ders get mapped to the object center. Therefore, we shrink
our objects to correct for this halo (see Appendix D). We
pick the optimal shrinkage distance between 0 and 6 pixels
for all datasets and report the best score.

4.2. Supporting Supervised Learning

In the following experiments, we investigate how our un-
supervised segmentation can be used to increase model per-
formance when only a few objects are annotated.
Supervised Training Setup. For the supervised training
setup, we build two sparsely annotated supervised datasets,

which we call the sparse and pseudo dataset by randomly
sampling ground truth objects as a fixed percentage of an-
notated cells. (1) The sparse dataset contains only the an-
notated samples. (2) The pseudo dataset uses our predicted
segmentations as a starting point (pseudo ground truth) and
utilizes the same sampled annotations to correct our predic-
tions. We mask all our predicted objects that overlap with
the annotations and use the annotations instead. We include
annotations of background pixels close to the labeled object
(< 30 pixels).

We use these datasets to train a U-Net using a super-
vised STARDIST training loss LSTARDIST [22]. Mini-batches
contain half of the images from the sparse dataset and the
other half from the pseudo dataset. The STARDIST loss is
computed on each respective half (Lsparse

STARDIST and Lpseudo
STARDIST).

The total loss LSTARDIST = (1−α)Lsparse
STARDIST +αLpseudo

STARDIST is
a linear combination, where α = 0 corresponds to classical
supervised training. For further details, see Appendix B.

We train STARDIST models with varying amounts of an-
notations and compare the performance of models trained
only on annotated images (α = 0, blue in Figure 5) with
those supported by our segmentation (α = 0.5, orange in
Figure 5). Each experiment is repeated 3 times with differ-
ent annotation samples. We evaluate the trained networks
on the full TISSUENET dataset as well as subsets of tissue
types IMMUNE, PANCREAS, LUNG and SKIN. All mea-
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Figure 6. Predicted OCEs and segmentations on the TISSUENET dataset with tissue types IMMUNE (top-left), SKIN (top-right),
LUNG (bottom-left) and PANCREAS (bottom-right). The F1-score is evaluated for each individual image and the 0th, 25th, 50th, 75th

and 100th percentile images and their respective F1 scores are reported in each column. Rows (from the top) show the Raw Images, Dense
Prediction of OCEs, the Predicted Instance Segmentation and the Ground Truth Instance Segmentation available for evaluation purposes.

sured performances and their standard deviations are visu-
alized in Figure 5.

Supported supervision makes a significant improvement
at 1%. When 1% of cell annotations from the TISSUENET
dataset are used, F1 = 0.75±0.03 is obtained which is sig-
nificantly better than the performance of the purely unsuper-
vised segmentation at F1 = 0.64 (see Table 1). This effect
could be due to the biases of the STARDIST representation,
which might help to refine the unsupervised segmentation.

We additionally perform a training experiment using 0%
ground truth annotations (i.e. LSTARDIST = Lpseudo

STARDIST) and
notice no improvement (F1 = 0.63). In conclusion, the
combination of minimal annotations and the supporting
pseudo ground truth significantly help.

Supported supervision substantially outperforms purely
supervised training. Our proposed supported supervision
method can be used as a replacement for training only on
annotations without a performance compromise across all
annotation levels. Notably, at annotation levels ≤ 10% our
method outperforms the baseline substantially.

5. Discussion
We believe that this work offers a feasible way to ac-

celerate the analysis of microscopy image datasets of cells.
As our experiments on nine large cell segmentation datasets
demonstrate (see Table 1), a surprisingly good segmentation
can often be achieved in a completely unsupervised fash-
ion. Depending on the biological question at hand, those
results might already be sufficient for downstream analy-
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Figure 7. Qualitative results on a diversity of microscopy image datasets. Sample raw images from six datasets (SIMULATED, HU7,
IMMUNE, HSC, PSC, FLUOHELA) are shown in the first and fifth columns. OCEs are predicted from patches extracted from these raw
images and the spatial arrangement of these OCEs are shown in the second and sixth columns. During inference, OCEs are predicted
densely for the input raw image (third and seventh columns). The final cell instance segmentation can be derived from the dense prediction
of OCEs by using a post-processing step such as mean-shift clustering (fourth and eighth columns).

sis. Furthermore, to obtain more accurate cell segmenta-
tions, the segmentations generated in this unsupervised way
can be used to augment very small amounts of manual la-
bels and thus increase their efficacy without any additional
costs (see Section 4.2). This will in turn drastically reduce
the amount of human effort required to analyze large mi-
croscopy datasets, and provide a rich source of data for
more quantitative and reproducible analyses.

However, we also note some limitations of our method
stemming from violated assumptions: if objects are not
randomly distributed (e.g., if cells always cluster together
in pairs), there is no way to tell in a purely unsupervised
manner which structure is to be considered as one instance
(either the pair of cells, or individual cells). Similarly, if
the objects in the image do not resemble many other exam-
ples, the proposed method is unlikely to learn a meaningful
object-centric embedding. As such, cells with outlier mor-
phologies could result in degenerate segmentations. Fur-
thermore, we note that the proposed method is sensitive to
the size of the objects to be segmented, i.e., the patch size
has to be large enough to contain enough information to pre-
dict the relative position of the patch compared to others, but
small enough to not contain entire objects. Although this in-
troduces a hyper-parameter that has to be adjusted for each
dataset, we believe that this is of little practical relevance
since the size of cells in an image can easily be estimated.

While the work discussed here focuses on segmenting
cells in 2D datasets, it is theoretically feasible to expand
this method to 3D and even 4D datasets. This capability
would be particularly useful to biological research, where
cells and tissues are commonly imaged in 3D.
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[18] Christian Payer, Darko Štern, Marlies Feiner, Horst Bischof,
and Martin Urschler. Segmenting and tracking cell instances
with cosine embeddings and recurrent hourglass networks.
Medical Image Analysis, 57:106–119, 2019. 2

[19] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B.
Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss,
V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M.
Brucher, M. Perrot, and E. Duchesnay. Scikit-learn: Machine
learning in Python. Journal of Machine Learning Research,
12:2825–2830, 2011. 5, 7

[20] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net:
Convolutional networks for biomedical image segmentation,
2015. 11
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Appendix A. Self-Supervised Training
Architecture. Our self-supervised training requires a network (here referred to as mini U-Net) with a field of view (FoV)
smaller than the expected cell diameter. Since our analyzed datasets contain cells with diameters as small as 20 pixels wide,
we use a U-Net architecture [20] with an FoV of only 16 × 16. To increase the model’s capabilities without expanding the
FoV, we include additional 1× 1 convolutions. Each U-Net block is composed of a series of [3× 3, 1× 1, 1× 1, 3× 3] valid
convolution layers with ReLU activations. We use a downsampling factor of 2 × 2, a depth of 1 and constant upsampling
layers. In the first layer, we use 64 feature maps and increase it by a factor of 3 after each block.
Training. We train the mini U-Net on batches of 8 randomly chosen images with size 252 × 252 pixels. We use the Adam
optimizer [11] with an initial learning rate of 4e−5 and train for 50 epochs, reducing the learning rate by a factor of 10 after
epochs 20 and 30. In our pairwise loss, defined in Equation 5,

L =
∑
i,j∈P

σ
(
d(i, j)− d̂(i, j)

)
+ λreg∥r(i)∥2,

we use σ(δ) =
(
1 + exp

(
−∥δ∥2

2

τ

))−1

, τ = 10, λreg = 1e−5 and reduce the amount of coordinate pairs to P to reduce the
GPU memory footprint. We obtain P by first sampling P1 as 10% of all pixels. For every sample in p1 ∈ P1 we then sample
p2 ∈ P2, a random coordinate within radius κ = 10 of p1. In our loss we sample i, j ∈ P = P1 × P2.



Appendix B. Supervised Training
Architecture. We use the same architecture as the mini U-Net (see Appendix A ) but increase the depth of the network to 3
which expands the network’s field of view (FoV).

In conclusion, each U-Net block is composed of a series of [3×3, 1×1, 1×1, 3×3] valid convolution layers with ReLU
activations. We use a downsampling factor of 2 × 2, a depth of 3 and constant upsampling layers. In the first layer, we use
64 feature maps and increase it by a factor of 3 after each block.
Training. All models are trained with identical training setups. We optimize the loss (see LSTARDIST) with the Adam optimizer
with learning rate 1e−5 for 200 epochs, reducing the learning rate by a factor of 10 at epochs 30, 80 and 160. We use batches
of 8 images with size 252 × 252 pixels, sampling pairs of patches within radius κ = 10 (see Equation 5), and set the loss
temperature τ = 10.



Appendix C. HSC Dataset
The HSC dataset is especially challenging - a culture plate is visible in the background, which causes all evaluated models

to predict additional object instances near the border of the plate.
We compute scores on a range of IOU thresholds to investigate robustness of evaluated methods. At the matching IOU

threshold of 0.5, we obtain F1 scores of 0.00 for the pre-trained CELLPOSE model, 0.09 for the pre-trained STARDIST model
and 0.06 for CELLULUS (ours) (see Table 3). Additionally for the same matching IOU threshold, we obtain RECALL scores
of 0.01 for CELLPOSE, 0.26 for STARDIST and 0.55 for CELLULUS. On the HSC dataset, CELLULUS is the most sensitive
at detecting cells, but performs less favorably with respect to F1 and ACCURACY metrics. The high RECALL scores obtained
with CELLULUS also explains the high SEG scores where false-positive predictions are not heavily penalized. Qualitative
results on the HSC dataset can be seen in Figure 7.

Table 3. Quantitative results on the HSC dataset in the Cell Tracking Challenge [26], for selected matching IOU thresholds (fully
unsupervised setting). Pre-trained CELLPOSE and STARDIST baseline models are compared with CELLULUS (ours). Best performing
method on each threshold and metric, is shown in bold.

ACCURACY F1 RECALL
Threshold CELLPOSE STARDIST CELLULUS CELLPOSE STARDIST CELLULUS CELLPOSE STARDIST CELLULUS

0.1 0.68 0.22 0.06 0.81 0.36 0.11 0.92 0.98 0.99
0.2 0.59 0.21 0.06 0.74 0.35 0.11 0.84 0.97 0.96
0.3 0.27 0.18 0.05 0.43 0.30 0.10 0.51 0.83 0.86
0.4 0.03 0.11 0.04 0.06 0.20 0.08 0.07 0.55 0.72
0.5 0.00 0.05 0.03 0.00 0.09 0.06 0.01 0.26 0.55
0.6 0.00 0.01 0.02 0.00 0.03 0.05 0.00 0.07 0.39
0.7 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.01 0.13
0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00



Appendix D. SIMULATED Dataset
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Figure 8. Qualitative results on the SIMULATED dataset in the Cell Tracking Challenge [26]. The SIMULATED dataset comprises of
two time-lapse videos (Videos 01 and 02) which contain 64 and 149 image frames respectively. Shown here are individual raw images from
the two videos (first column), predicted instance segmentations obtained using the pre-trained baseline models STARDIST (second column)
and CELLPOSE (third column), dense prediction of Object-Centric Embeddings (OCEs) obtained using CELLULUS (fourth column), in-
termediate instance segmentations obtained by applying mean-shift (MS) clustering on the dense OCEs (fifth column), these intermediate
instance segmentations are further post-processed (sixth column, see more details in the Section 4.1 - Scale Informs All Parameter Choices)
and the Ground Truth Instance Segmentation available for evaluation purposes (seventh column).
Video 02 in SIMULATED (see last two rows) contains cells with visible granules which cause over-segmentation for both the evaluated,
pre-trained baseline models.


