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Abstract

Deep learning methods have shown outstanding classi-
fication accuracy in medical imaging problems, which is
largely attributed to the availability of large-scale datasets
manually annotated with clean labels. However, given the
high cost of such manual annotation, new medical imag-
ing classification problems may need to rely on machine-
generated noisy labels extracted from radiology reports. In-
deed, many Chest X-Ray (CXR) classifiers have been mod-
elled from datasets with noisy labels, but their training pro-
cedure is in general not robust to noisy-label samples, lead-
ing to sub-optimal models. Furthermore, CXR datasets are
mostly multi-label, so current multi-class noisy-label learn-
ing methods cannot be easily adapted. In this paper, we
propose a new method designed for noisy multi-label CXR
learning, which detects and smoothly re-labels noisy sam-
ples from the dataset to be used in the training of common
multi-label classifiers. The proposed method optimises a
bag of multi-label descriptors (BoMD) to promote their sim-
ilarity with the semantic descriptors produced by language
models from multi-label image annotations. Our experi-
ments on noisy multi-label training sets and clean testing
sets show that our model has state-of-the-art accuracy and
robustness in many CXR multi-label classification bench-
marks, including a new benchmark that we propose to sys-
tematically assess noisy multi-label methods. Code is avail-
able at https://github.com/cyh-0/BoMD.

1. Introduction
The promising results produced by deep neural networks

(DNN) in medical image analysis (MIA) problems [31] is
attributed to the availability of large-scale datasets with ac-
curately annotated images. Given the high cost of acquir-
ing such datasets, the field is considering more affordable
automatic annotation processes by Natural Language Pro-
cessing (NLP) approaches that extract multiple labels (each

*First two authors contributed equally to this work.
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Figure 1: Comparison of multi-class LNL methods [1, 22,
29, 34] and our noisy multi-label approach, BoMD, where
the feature extractor returns a single descriptor v per im-
age, D is the noisy training set, C is the clean set, and
D̃ is the re-labelled training set. BoMD has two compo-
nents: 1) learning of a bag of multi-label image descriptors
(MID) {v1,v2,v3} to represent the image, and 2) smooth
re-labelling of images driven by a graph structure based on
the fine-grained relationships between MID descriptors.

label representing a disease) from radiology reports [21,58].
However, mistakes made by NLP combined with uncer-
tain radiological findings can introduce label noise [45,46],
as can be found in NLP-annotated Chest X-ray (CXR)
datasets [21, 58] whose noisy multi-labels can mislead su-
pervised training processes. Nevertheless, even without ad-
dressing this noisy multi-label problem, current CXR multi-
label classifiers [3, 16, 40, 51] show promising results. Al-
though these methods show encouraging multi-label clas-
sification accuracy, there is still potential for improvement
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that can be realised by properly addressing the noisy multi-
label learning problem present in CXR datasets [21, 58].

Current learning with noisy label (LNL) approaches fo-
cus on leveraging the hidden clean-label information to as-
sist the training of DNNs (see Fig. 1). This can be achieved
with techniques that clean the label noise [26,29], robustify
loss functions [22, 32, 34], estimate label transition matri-
ces [1,13,63,66], smooth training labels [39,60,67], and use
graphs to explore the latent structure of data. [22, 61, 62].
These methods have been designed for noisy multi-class
problems and do not easily extend to noisy multi-label
learning, which is challenging given the potential multi-
ple label mistakes for each training sample. In addition,
a key characteristic of multi-label classification is the in-
herent positive-negative imbalance [52] issue. Such an is-
sue may cause sample-selection based methods (e.g., Di-
videMix [29]) to select an extremely imbalanced clean set,
where the majority of identified clean samples belong to the
’No Findings’ class. Additionally, it could impede the accu-
rate estimation of the posterior probabilities for the noisy or
intermediate classes [30].” To the best of our knowledge, the
state-of-the-art (SOTA) approach that handles noisy multi-
label learning is NVUM [32], which is based on an exten-
sion of early learning regularisation (ELR) [34]. NVUM
shows promising results, but it is challenged by the differ-
ent early convergence patterns of multiple labels, which can
lead to poor performance for particular label noise condi-
tions, as shown in our experiments. Additionally, NVUM
is only evaluated on real-world CXR datasets [21,58] with-
out any systematic assessment of robustness to varying label
noise conditions, preventing a more complete understand-
ing of its functionality.

In this paper, we propose a new solution specifically
designed for the noisy multi-label problem by answering
the following question: can the detection and correction
of noisy multi-labelled samples be facilitated by leverag-
ing the semantic information of training labels? available
from language models [20, 28, 49]? This question is moti-
vated by the successful exploration of language models in
computer vision [3, 8, 17, 68], with methods that leverage
semantic information to influence the training of visual de-
scriptors; an idea that has not been explored in noisy multi-
label classification. To answer this question, we introduce
the 2-stage Bag of Multi-label Descriptors (BoMD) method
(see Fig. 1) to smoothly re-label noisy multi-label image
datasets that can then be used for training common multi-
label classifiers. The first stage trains a feature extractor to
produce a bag of multi-label image descriptors by promot-
ing their similarity with the semantic embeddings from lan-
guage models. For the second stage, we introduce a novel
graph structure, where each image is represented by a sub-
graph built from the multi-label image descriptors, learned
in the first stage, to smoothly re-label the noisy multi-label

images. Compared with graphs built directly from a sin-
gle descriptor per image [22], our graph structure with the
multi-label image descriptors has the potential to capture
more fine-grained image relationships, which is crucial to
deal with multi-label annotation. We also propose a new
benchmark to systematically assess noisy multi-label meth-
ods. In summary, our contributions are:

1. A novel 2-stage learning method to smoothly re-label
noisy multi-label datasets of CXR images that can then
be used for training a common multi-label classifier;

2. A new bag of multi-label image descriptors learning
method that leverages the semantic information avail-
able from language models to represent multi-label im-
ages and to detect noisy samples;

3. A new graph structure to smoothly re-label noisy
multi-label images, with each image being represented
by a sub-graph of the learned multi-label image de-
scriptors that can capture fine-grained image relation-
ships;

4. The first systematic evaluation of noisy multi-label
methods that combine the PadChest [6] and Chest X-
ray 14 [58] datasets.

We show the effectiveness of our BoMD on a bench-
mark that consists of training with two noisy multi-label
CXR datasets and testing on three clean multi-label CXR
datasets [32]. Results show that our approach has more
accurate classifications than previous multi-label classifiers
developed for CXR datasets and noisy-label classifiers. Re-
sults on our proposed benchmark show that BoMD is gen-
erally more accurate and robust than competing methods
under our systematic evaluation.

2. Related Works
2.1. CXR multi-label classification

Recently, we have seen many CXR multi-label classifiers
being proposed, such as the CXR pneumonia detector [51].
Ma et al. [40] introduce a new cross-attention network to
extract meaningful representations. Hermoza et al. [16]
propose a weakly-supervised method to diagnose and lo-
calise diseases. Although these methods show promising re-
sults, there is still potential for improvement that can be re-
alised by addressing the noisy multi-label learning of CXR
datasets [21, 58].

2.2. Learning with Noisy Labels

Noise-cleaning methods focus on detecting noisy samples.
For instance, Han et al. [14] rely on the small-loss trick
(i.e., clean samples have small losses) to co-teach two mod-
els. Huang et al. [19] detect noisy samples that have unsta-
ble prediction by switching learning rates. Bahri et al. [2]



discard samples whose labels disagree with a KNN classi-
fier prediction. Noise-cleaning methods can be combined
with semi-supervised learning [4] to perform both the de-
tection and correction of corrupted data. For example, Di-
videMix [29] removes the labels of samples classified as
noisy and runs a semi-supervised learning method [4, 36].
FINE [26] proposes a robust method to detect noisy sam-
ples by verifying the alignment of image features and class-
representative eigenvectors. Noise-cleaning methods gener-
ally employ two divergent networks to reduce confirmation
bias [29, 35], which substantially increases computational
complexity. Additionally, it is unclear if these methods can
handle noisy multi-label problems since they do not in gen-
eral capture fine-grained image relationships.
Noise-robust methods rely on robust loss functions to bal-
ance the overfitting effects caused by label noise in the train-
ing process. Early papers, such as [59], explore the sym-
metric property of cross-entropy (CE) loss for noise-robust
learning. Zhang et al. [69] propose the combination of
Mean-Absolute-Error (MAE) and cross-entropy (CE) loss
to achieve a good balance between convergence and gen-
eralisation. Ma et al. [41] show that any loss function can
be robust to label noise by applying a simple normaliza-
tion term. Recently, [11] proposes a noise-robust Jensen-
Shannon divergence (JSD) loss based on a soft transition
between MAE and CE losses. Even though these methods
can reduce overfitting effects, they also tend to under-fit the
training data. This issue has been partially addressed by
the early learning regularisation (ELR) [34] that proposes a
regularization term which restricts the gradient from sam-
ples with corrupt labels. The non-volatile unbiased mem-
ory (NVUM) [32] extents ELR to noisy multi-label prob-
lems. Although promising, ELR and NVUM are challenged
by the different early convergence patterns of multiple la-
bels, which can lead to poor performance for particular la-
bel noise conditions, as shown in the experiments.
Transition matrix methods estimate the transition proba-
bility between clean and noisy labels. Goldberger et al. [13]
propose a noise adaptation layer to estimate label transition.
Yao et al. [66] estimate the transition matrix using an inter-
mediate class and a factorised matrix. Xia et al. [63] es-
timate part-dependent transition matrix for complex noise
conditions. Bae et al. [1] proposed a noisy prediction cal-
ibration method based on a transition matrix to reduce the
gap between noisy prediction and clean label based on a
KNN prediction.
Label-smoothing methods rely on modifying [44, 56] the
sample-wise label distribution [39]. Zhang et al. [67] pro-
pose online label smoothing (OLS) which generates soft la-
bels by considering the relationships among multiple labels.
Wei et al. [60] argue that the advantage of label smooth-
ing vanishes under a high label noise regime since the label
smoothing tends to over-smooth the estimated label clas-

sification, so they propose the generalised label smoothing
(GLS) [60] which uses negative smoothing values for higher
noise rates. In general, label smoothing methods can under-
fit the training data since they tend to abandon the optimi-
sation of hard clean-label samples [44].
Graph-based methods leverage the robustness of feature
representations to discriminate between clean and noisy
samples and regularise the training process. Wu et al. [61]
explore the topological property of the data in the feature
space to perform noise-cleaning by assuming that clean data
are clustered together in this feature space, while the cor-
rupted data are isolated. Wu et al. [62] investigate the geo-
metric structure of the data to model predictive confidence
and filter out noisy samples. Iscen et al. [22] introduce
a regularisation term that forces samples to have similar
predictions to their neighbors. These graph-based meth-
ods have been designed for single-label classification, so
they cannot be easily adapted to multi-label datasets. Also,
building a graph with multi-label data is also an issue for
these methods.
Multi-label Noisy label methods have received increasing
attention in recent years due to the natural differences with
respect to multi-class problems. Instead of the sample-wise
noise found in multi-class problems, each label per sam-
ple can be corrupted in the multi-label scenario which can
be problematic for selecting and correcting the label noise.
In addition, the class imbalance [32] and the semantic di-
vergence may also exacerbate the overfitting issue towards
the majority classes. Zhao et al. [70] leverage label depen-
dencies to handle noisy labels and use word embeddings
to perform context-based regularization to avoid overfitting.
Li et al. [30] consider the correlation between labels (i.e.,
“fish” and “water” have a stronger correlation when com-
paring with “fish” and “sky” ) to estimate the transition ma-
trix. Xie et al. [64] mitigate the negative impact of label
noise by estimating the confidence for credible labels from
the candidate label set. Different from previous methods,
we consider using the label semantic information and label
smoothing techniques to capture more fine-grained image
relationships and prevent the classifier from being overcon-
fident on any of the noisy labels.

2.3. Bag of Words

The Bag of Words (BoW) method [15, 54, 55] is a tradi-
tional information retrieval technique, denoted by the rep-
resentation of documents with a histogram of unordered
words. In computer vision, BoW [9, 54] represents im-
ages with a histogram of unordered local visual descriptors,
learned from the training images in an unsupervised man-
ner. We adopt the BoW concept, but instead of extracting
local visual descriptors (e.g., SIFT [38]), we train a DNN to
represent each image with a bag of global visual descriptors.
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3. Method

We assume the availability of a noisy multi-label train-
ing set denoted by D = {xi,yi}|D|

i=1, where xi ∈ X ⊂
RH×W×R represents an image of size H×W and R colour
channels1, and yi ∈ Y = {0, 1}|Y| denotes the multi-label
annotation. The testing set is similarly defined.

3.1. Bag of Multi-label Descriptors (BoMD)

Our method, described in Alg. 1, is inspired by the ob-
servation that a noisy-labelled sample tends to be an out-
lier surrounded by clean-labelled samples in the feature
space [61]. Hence, the label of each sample should be con-
sistent with the labels of the neighboring samples. This
motivated us to develop an approach to re-label a noisy
multi-label image with the estimated label distribution from
its neighbourhood. The proposed BoMD has two stages
(Fig. 1): 1) image description learning that transforms a
training image into a bag of visual descriptors that lie in the
semantic space Z ⊂ RZ populated by word embeddings
computed from image labels [49] 2) graph construction to
smoothly re-label noisy multi-label images, where each im-
age is represented by a sub-graph built from the learned bag
of visual descriptors, which can capture fine-grained image
relationships. This smoothly re-labelled dataset is then used
for training a multi-label classifier.

1We consider each image to have 3 colour channels (R=3) and dimen-
sions of H = W = 512 for NIH, and H = W = 224 for CXP.

3.2. Multi-label Image Description (MID)

Motivated by BoW, our MID (Fig. 2) represents an im-
age by associating its multiple labels to a bag of global vi-
sual descriptors. MID projects the image into BERT’s se-
mantic space using a set of visual descriptors that are opti-
mised to promote their similarity with the semantic descrip-
tors produced by BERT models from the multi-label anno-
tation of the image. The MID of image x are extracted with
V = fθ(x), where V = {v(m)}Mm=1 denotes the M 2 vi-
sual descriptors in BERT’s semantic space, i.e., v(m) ∈ Z .
The BERT language models (e.g., BlueBERT [49], medi-
cal language model pre-trained on PubMed abstracts [12]
and clinical notes [24]) produce semantic descriptors in
the form of word embeddings with w(c) = fY

BERT (c)

for c ∈ {1, ..., |Y|}, forming W = {w(c)}|Y|
c=1, where

w(c) ∈ Z , with Z being the same space as for fθ(.). More
specifically, MID is trained with:

θ∗ = argmin
θ

1

|D|
∑

(xi,yi)∈D

ωiℓmid(xi,yi, θ)+βℓreg(xi, θ)

(1)
where ωi =

((∑|C|
c=1 I(yi(c) = 1)

)
÷
(∑|C|

c=1 I(yi(c) = 0)
))

is a normalisation that controls the ranking weight based
on the number of positive and negative labels (I(.) repre-
sents an indicator function) [5,68], and the hyper-parameter

2We empirically set M = 3 according the ablation study of the hyper-
parameters in Supp. Material.



β weights the regulariser. Also in (1) we have:

ℓmid(xi,yi, θ) =

|Y|∑
p=1,

yi(p)=1

|Y|∑
n=1,

yi(n)=0

log (1 + exp (ℓrank(Vi,W, p, n))), where

ℓrank(Vi,W, p, n) =

(
max
v∈Vi

(⟨v,w(n)⟩)−max
v∈Vi

(⟨v,w(p)⟩)
)
,

(2)
with ⟨., .⟩ representing the dot product operator, p, n ∈
{1, ..., |Y|} denoting the indices to the positive (i.e., w(p)
where yi(p) = 1) and negative word embeddings (i.e.,
w(n) where yi(n) = 0), respectively, Vi = fθ(xi), and

ℓreg(xi, θ) =
∑

v(m)∈Vi

(v(m)− v̄(m))⊤(v(m)− v̄(m))

Z − 1

(3)
being a regulariser to reduce descriptor variance, where Z
is the number of dimensions of Z , and v̄(m) denoting the
MID mean in Vi. The ℓmid(.) in (2), inspired by previous
multi-label learning methods [68], forces the dot product
⟨v,w(p)⟩ to rank higher than the ⟨v,w(n)⟩, which means
that the visual descriptors will be more similar to positive
label embeddings than the negative label ones. Intuitively,
this loss encourages semantically similar image descriptors
to cluster around their related semantic descriptors, which
will benefit our graph-based smooth re-labelling.

3.3. Graph Construction and Smooth Re-labelling

Considering that the learned visual descriptors are likely
to be closer to clean labels in the semantic space, we formu-
late the detection of noisy training samples by first ranking
(in descending order of similarity) the labels for image xi

(according to the inner product with the word embeddings
from the labels), as follows:

ri = arg sortc∈{1,...,|Y|}

[
max
v∈Vi

(⟨v,w(c)⟩)
]
, (4)

where ri(1) ∈ {1, ..., |Y|} is the highest ranked label and
ri(|Y|) ∈ {1, ..., |Y|} is the lowest ranked label. Then,
clean samples are the ones where ri(p) < ri(n) for all
positive labels p ∈ Pi and negative labels n ∈ Ni, with
Pi = {c|yi(c) = 1} and Ni = {c|yi(c) = 0}; otherwise,
the sample is classified as noisy.

The second stage of BoMD re-labels noisy samples us-
ing the sample graph built with the MID visual descriptors.
The graph is constructed by representing each training im-
age xi with M nodes {vi(m)}Mm=1 from Vi = fθ(xi),
where the edge weight between the mth descriptor of the ith

image and the nth descriptor of the jth image is defined by
e(vi(m),vj(n)) = 1/∥vi(m)− vj(n)∥2. This means that
the graph has the set of nodes denoted by {vi(m)}|D|,M

i=1,m=1

Algorithm 1 BoMD

1: require: Training set D, and BERT model embeddings
w(c) = fY

BERT (c) for c ∈ {1, ..., |Y|}
2: # Build MID
3: Train fθ(.) with (1) using fY

BERT (.) and D
4: Create re-labeled set D̃ = ∅ and noisy set B = ∅
5: # Detect noisy samples
6: for (xi,yi) ∈ D do
7: Compute label rank ri from (4)
8: If ri(p) > ri(n) for all p ∈ Pi and all n ∈ Ni

9: Then D̃ ← D̃
⋃
(xi,yi)

10: Else B ← B
⋃
(xi,yi)

11: end for
12: Build graph with nodes {vi(m)}|D|,M

i=1,m=1 and edges

{e(vi(m),vj(n))}|D|,M
i,j=1,m,n=1 using fθ(.) and D

13: # Re-label noisy samples
14: for (xi,yi) ∈ B do
15: Re-label xi with ỹi from (6)
16: D̃ ← D̃

⋃
(xi, ỹi)

17: end for
18: # Train final classifier
19: Train fϕ : X → [0, 1]|Y| with BCE loss using D̃

and edges {e(vi(m),vj(n))}|D|,M
i,j=1,m,n=1. The re-labelling

is based on finding the K nearest neighbouring training im-
ages to image i by using the graph nodes, with:

K(Vi) = topKj∈{1,...,|D|},m,n∈{1,...,M}(e(vi(m),vj(n))), (5)

where K(Vi) contains the unique image indices from the
K nodes with the largest edge weights. Next, for all sam-
ples identified as noisy, we update their labels with ỹi =
fSR(yi, ȳi), which is defined as

fSR(yi, ȳi) = (1− λ) · yi + λ ·
(
γ · 1|Y| + (1− γ) · ȳi

)
⊙m,

(6)
where λ ∈ [0, 1], γ ∈ [0, 0.5], ȳi = 1

K

∑
j∈K(Vi)

yj , 1|Y|
denotes a vector with ones of size |Y| (uniform distribution)
to prevent the re-labelling from being overconfident on any
of the labels, ⊙ is the element-wise vector multiplication,
and m = I((yi + ȳi) > 0) is a binary mask to filter out
high confident negative labels (with I(.) being the indicator
function) to mitigate the over-smoothing issue.

3.4. Training and Testing

We build a new training set D̃ = {(xi, ỹi)|(xi,yi) ∈
D}|D|

i=1, where ỹi = yi if sample (xi,yi) is clean
from Eq. (4), or computed from Eq. (6) if sample is noisy}.
Then, we train a regular classifier fϕ : X → [0, 1]|Y| by
minimizing a BCE loss on D̃. Testing is based on applying
the trained fϕ(.) to test images.



4. Experiments

Our experiments are based on the following datasets.
Noisy Training Sets. The NIH Chest X-ray14 (NIH) [58]
contains 112,120 frontal-view CXR images from 30,805
patients, where each image has between 0 and 14 anno-
tated pathologies and the training set contains 86,524 im-
ages with a maximum of 9 labels per image. The CheX-
pert (CXP) [21] has 224,316 frontal-view CXR images
from 65,240 patients labelled with 14 common chest ra-
diographic observations, where the training set contains
170,958 images with a maximum of 8 labels per image. The
labels of these two datasets are obtained from an NLP algo-
rithm, which forms noisy multi-label annotations [45].
Clean Testing Sets. The OpenI [10] dataset contains 3,999
radiology reports and 7,470 frontal/lateral-view CXR im-
ages from the Indiana Network for Patient Care. We use
all frontal-views images for evaluation, resulting in 3,818
images and 19 manually annotated diseases. We also use
PadChest [6], which contains 160,861 images with 27 chest
radiographic observations. PadChest has a mixture of ma-
chine and manually labelled images, but we only use the
manually labelled frontal-view images (about 15.25%3 of
the images). Additionally, we follow previous works [32,
65] to evaluate the model on a re-organised subset of the of-
ficial NIH test set [58], referred to as NIH-GOOGLE, with
1,962 CXR images that focuses on two findings (pneumoth-
orax and nodule/mass). Each image is manually re-labelled
by at least three certified radiologists [42] with final label
pooled from an adjudication process.
Systematic Noisy-label Assessment. We introduce the
first systematic noisy multi-label assessment benchmark by
combining the NIH [58] dataset and the clean test samples
from Padchest [6] as a new noisy-label training set with the
OpenI [10] as the clean testing set. We then apply symmet-
ric label noise [1, 29] to the PadChest training subset only,
where we flip the labels from present to absent, and vice-
versa, based on two control variables, namely: 1) the pro-
portion of noisy samples, and 2) the probability of switching
a label. This dataset is referred to as NIHxPDC.

4.1. Implementation Details

We resize the NIH [58] images to 512 × 512, and
CXP [21] images to 224 × 224, where images are nor-
malised using ImageNet [53] mean and standard deviation.
We use random resize crop and random horizontal flipping
as data augmentation. The BlueBERT word embeddings in
W are L2 normalised. For the MID model fθ(.), we use
the ImageNet [53] pre-trained DenseNet121 [18], which is
trained with Adam optimiser [27] using a learning rate of
0.0001 with cosine annealing decay [37], batch size of 16

3The 27% of PadChest’s annotated images include the lateral-view
CXRs.

Methods Models OpenI PadChest

General Hermoza et al [16] 85.54 ± 0.42 83.90 ± 0.57
CAN [40] 84.26 ± 0.35 83.10 ± 0.25

Noise-cleaning DivideMix [29] 72.76 ± 1.09 75.49 ± 0.21
FINE [26] 63.67 ± 1.78 70.91 ± 0.20

Noise-robust ELR [34] 86.62 ± 0.87 85.24 ± 0.11
NVUM [32] 88.17 ± 0.48 85.49 ± 0.06

Transition matrix NPC [1] 86.21 ± 0.07 83.88 ± 0.05

Graph-based NCR [22] 85.06 ± 0.96 83.79 ± 0.48

Label smoothing

LS [39] 83.72 ± 1.29 80.93 ± 0.82
OLS [67] 85.08 ± 0.31 83.51 ± 0.61
GLS [60] 83.80 ± 0.34 81.56 ± 0.24
BoMD 89.57 ± 0.22 86.45 ± 0.08

Table 1: Mean ± standard deviation AUC results for
the testing sets from OpenI and PadChest, using models
trained on NIH [58]. Best and the second best results are
in red/blue.

and 20 epochs. We set the number of descriptors M = 3
and weight of regulariser β = 0.3. The descriptor graph is
implemented with Faiss [25] for efficient search (the search
process in Eq. (5) takes 5 seconds for all training samples
from NIH). The classifier fϕ(.) uses another ImageNet pre-
trained DenseNet121 [18], and then it is trained with Adam
optimiser [27] using a learning rate of 0.05, batch size of 16
and 30 epochs. We empirically set the mixup coefficient λ
and γ in Eq. (6) to 0.6 and 0.25, and use K = 10 in Eq. (5).
The classification results are assessed with the mean of the
class-wise area under the receiver operating characteristic
curve (AUC) for all disease classes [16, 21, 33]. All exper-
iments are implemented with Pytorch [47] and run on an
NVIDIA RTX3090 GPU (24GB). Training takes 23h for
NIH and 15h for CheXpert, and testing for a single image
takes 13.41ms for NIH and 12.24ms for CheXpert.

4.2. Classification Results on Real-world Datasets

We first compare the performance of state-of-the-art
(SOTA) methods with our BoMD in Tab. 1 and Tab. 2.
We run each experiment three times and show mean and
standard deviation of AUC results. Tab. 1 shows the test-
ing AUC results of the training with NIH [58] and test-
ing on OpenI [10] and PadChest [6]. Our model surpasses
the second best method [32] by 1.4% and 0.96% on the
two test sets with p-values 0.0018 and 10−14, respectively
(one-sided z-test). We also report testing performance on
OpenI [10] and PadChest [6] using training on CXP [21]
in Tab. 2. Our model surpasses the second best result [21]
by 2.82% and 1.13% on the two test sets with p-values
0.0002 and 10−14, respectively (one-sided z-test). We also
notice that there is a large gap between all models’ perfor-
mance for certain classes. For example, in our model, the
AUC results for Pneumonia classification when training on
NIH are much better than when training on CXP, with a gap
of 23.20% and 15.48% on OpenI [10] and PadChest [6],



Methods Models OpenI PadChest

General Hermoza et al [16] 74.94 ± 0.50 77.24 ± 0.04
CAN [40] 76.34 ± 0.49 78.92 ± 0.58

Noise-cleaning DivideMix [29] 73.23 ± 0.60 74.21 ± 0.55
FINE [26] 71.68 ± 0.54 73.83 ± 0.52

Noise-robust ELR [34] 77.16 ± 0.79 79.97 ± 0.71
NVUM [32] 77.21 ± 0.81 80.62 ± 0.10

Transition matrix NPC [1] 75.32 ± 0.40 77.30 ± 0.03

Graph-based NCR [22] 76.93 ± 0.38 79.36 ± 0.84

Label Smoothing

LS [39] 72.86 ± 0.23 75.34 ± 0.50
OLS [67] 76.52 ± 0.83 77.72 ± 0.70
GLS [60] 76.50 ± 0.26 78.80 ± 0.70
BoMD 80.03 ± 0.73 81.76 ± 0.40

Table 2: Mean ± standard deviation AUC results for
the testing sets from OpenI and PadChest, using models
trained on CXP [21]. Best and the second best results are
in red/blue.

respectively, which may be due to CXP’s smaller image
size. The NIH-GOOGLE [32, 65] evaluation on classes
pneumothorax and nodule/mass (obtained from the aver-
age classification scores for Mass and Nodule) is displayed
in Tab. 3, which shows that our method outperforms the
SOTA methods on both Pneumothorax (+0.6% compared
to [65]) and Mass/Nodule (+2.4% compared [32]) classifi-
cations. The per-finding results are reported in the Supple-
mentary Material.

4.3. Systematic Noisy-label Benchmark

In our systematic noisy-label benchmark NIHxPDC, we
compare our BoMD with the SOTA method NVUM [32]
and a baseline model trained with BCE loss. Recall that
this benchmark relies on two control variables: a) percent-
age of noisy samples ps, and b) probability of switching a
label pl, where ps, pl ∈ {0%, 20%, 40%, 60%}. We show
the mean AUC classification over the 14 classes on clean
OpenI in Tab. 4. Notice that our BoMD has better results
than NVUM and BCE for the majority of the cases, with a
3% to 5% improvement compared with NVUM and BCE
when ps = 20%, 1% to 4% improvement for ps = 40%,
and 1% to 5% improvement for ps = 60%, pl = 20%, 40%,
but for ps, pl = 60%, NVUM improves 2.8% over BoMD.
Hence, BoMD provides a consistently better classification
result across many noise rates, but for large noise rates,
our re-labelling method may be injecting too much noise
into the training set. Another interesting point to note is
that with 0% controlled noise, BoMD shows 89.76% AUC,
which means that the AUC drops an average of 3.8% for
each addition of 20% for ps with a fixed pl = 20%.

We now study the effectiveness of the detection and re-
labelling of noisy samples by BoMD. In Fig. 3, we com-
pare the precision and recall of our detection of noisy-label
samples compared with the traditional small-loss approach
used by DivideMix [29]. Notice that our noisy-label sample
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Figure 3: Noisy-label sample detection performance on NI-
HxPDC. We compare our proposed rank-based detection
approach with DivideMix’s small loss method [29] for a)
recall, and b) precision. The horizontal axes show the val-
ues for [ps, pl].

(a) Clean (b) Noise (c) Re-labelled

Figure 4: Visualisation of the changes in the histogram of
label distributions after applying our re-labelling.Left: label
distribution for the clean set OpenI. Middle: label distribu-
tion after injecting symmetric noise ps = 0.4, pl = 0.2.
Right: label distribution after the re-labelling by BoMD.

detection consistently outperforms DivideMix’s small-loss
method on both measures. An interesting note is that while
recall worsens, precision improves with increasing noise
rates. This happens because of the natural imbalance found
in the distribution of classes in CXR datasets, where the
class ”No Findings” is dominant. A larger synthetic noise
rate implies that this class is more affected than the oth-
ers, but at the same time easier to detect given that the NIH
dataset has relatively smaller noise rates.

We also visualise in Fig. 4 the label distribution change
before and after applying our re-labelling. Note that our
method successfully corrects the noisy label distribution to
be closer to the original clean label distribution. The mean
AUC over the labels in the re-labelled dataset before and
after our re-labelling process is presented in Fig. 5, where
results show that our re-labelling process significantly im-
proves the label cleanliness of the training set for all bench-
mark noise rates. Recall that in multi-class problems, such
re-labelling is facilitated by the fact that each sample can
only have a single label. However, such constraint is
dropped for multi-label problems, making the re-labelling
more complicated because the feature space will be popu-
lated with multiple clusters containing different combina-
tions of multi-labels. In the supplementary material, we
evaluate the amount of consistency the KNN neighboring
samples need to have for a clean re-labelling. This eval-



BCE F-correction [48] MentorNet [23] Decoupling [43] Co-teaching [14] ELR [34] Xue et al. [65] NVUM [32] BoMD
Pneu 87.0 80.8 86.6 80.1 87.3 87.1 89.1 88.9 89.7
M/N 84.3 84.8 83.7 84.3 82.0 83.2 84.6 85.5 87.9

Table 3: Pneumothorax and Mass/Nodule AUC of NIH-Google [42] for models trained on NIH [58]. Best and the second
best results for OpenI and PadChest are in red/blue.

ps 0% 20% 40% 60%
pl 0% 20% 40% 60% 20% 40% 60% 20% 40% 60%

BCE 85.65 83.99 81.42 79.63 80.99 78.51 75.79 77.14 75.35 72.39
NVUM 87.89 85.34 82.83 81.35 82.52 80.64 78.66 78.49 77.19 76.91
BoMD 89.76 88.00 86.26 84.55 84.47 81.86 78.68 82.23 78.15 74.11

Table 4: Mean testing AUC results for the 13 OpenI classes
with models trained on NIHxPDC. Best results in red.
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Figure 5: Mean AUC over labels before (orange) and after
(blue) our re-labelling w.r.t PadChest’s clean labels. The
horizontal axes show values for [ps, pl].

uation is based on the label-wise precision and recall re-
sults of our graph-based re-labelling method as a function
of a threshold on the minimum number of nearest neigh-
bors containing the same label. Results suggest that preci-
sion and recall increase until this threshold is between 4 and
6 nearest neighbours, and plateaus afterwards. Hence, when
4 to 6 neighbours (depending on the noisy rate) share a par-
ticular label, it is probable that the noisy training sample has
this clean label.

4.4. Ablation Study

Language models. Our ablation study starts with an inves-
tigation of the language models for our BoMD, where we
consider three types of models: 1) a randomly initialised
model (without relying on language models); 2) a com-
puter vision language model (e.g., Common Crawl data 4);
and 3) a medical language model (e.g., BioBERT5, Clini-
calBERT6, BlueBERT7). In Tab. 5, the BERTs box shows
that BERT models enable better performance than other
models, with gains from 2.50% to 1.50% on OpenI and
PadChest. We argue that this is because the word embed-
dings from BERT models contain relevant clinical semantic
meaning (e.g., Atelectasis and Pneumonia are both corre-
lated to lung opacity, but uncorrelated with Enlarged Car-
diomediastinal [21]) that facilitates the multi-label descrip-
tor learning of our method. Among the models trained on

4https://commoncrawl.org
5Biomedical language model, pretrained on PubMed [28].
6MIMIC corpus (FT on BioBERT) [20].
7Pretrained on PubMed abstract + MIMIC-III (clinical notes) [49].

Ablation Study M Language Models Open-i PadChest

BERTs

3 Random Init. 87.02 84.99
3 Glove [50] 87.62 85.08
3 ClinicalBERT [20] 88.27 85.72
3 BioBERT [28] 89.11 86.27
3 BlueBERT [49] 89.52 86.50

Stage-one training
1 Self-supervised [71] 84.50 83.21
1 NVUM [32] 86.69 84.66
1 MID 88.34 86.02
3 MID 89.52 87.50

Table 5: Ablation study that compares the mean testing
AUC results of our BoMD with the use of different lan-
guage models (BERTs) and descriptor training (Stage-one
training), M shows the number of descriptors per image.

1 ȳ m OpenI PadChest

✓ 83.72 80.93
✓ ✓ 87.92 85.48

✓ ✓ 89.11 86.27
✓ ✓ ✓ 89.52 86.50

Table 6: Ablation study of the testing AUC results of the
components of our re-labelling in (6). ȳ indicates the KNN
propagated label, 1 is the uniform distribution, and m is the
binary mask.

BERT models, we observe small variations, which can be
related to: 1) the size of the training set, and 2) the related-
ness of the medical dataset to our CXR classification prob-
lem (BlueBERT is arguably more related than BioBERT).
Evaluation of MID. In Tab. 5 the Stage-one training box
shows a study of the effectiveness of MID for graph con-
struction and downstream classification task, by compar-
ing it against the use of the descriptors from NVUM [32].
Given that NVUM produces one descriptor per image, we
set MID’s number of descriptors per image at M = 1 for
fairness. Results from the table show that MID descriptors
allow an improvement of between 2% and 3% compared
to NVUM’s descriptors. In addition, M = 1 represents a
graph with one (instead of multiple) descriptor per image,
where we can observe a 1% to 2% drop, which indicates
that our aggregating sub-graph is a more suitable strategy
for multi-label images.
Smoothly re-labelling. We show an ablation study of the
mixup terms in Eq. (6) in terms of the testing AUC results
in Tab. 6. First, we mix up y and the uniform distribution
1 (i.e., label smoothing) with a fixed mixup coefficient of
λ = 0.6 (first row of Tab. 6), then we introduce ȳ with
another fixed mixup coefficient of γ = 0.25 (second row
of Tab. 6) and observe improvements of over 4%. Next, we

https://commoncrawl.org


remove 1 and add the binary mask m (third row of Tab. 6)
to filter out the confident negative labels, which increases
the performance by around 1%. The integration of all re-
labelling components further increases performance from
0.23% to 0.41%. These results suggest that the mask m
combined with the KNN average label ȳ mitigate the over-
smoothing promoted by the uniform distribution 1.
Pre-training with vision-language model [71]. CoOp [71]
is an effective visual-textual pre-training that can be con-
sidered for improving any of the general methods in Tab. 1
and 2. Hence, we pre-trained with CoOp the method in [16]
and noticed a 1.04% and 0.69% performance drop in Tab. 1
and 2. This drop can be explained by the fact that CoOP
requires backpropagation for the context tokens of the la-
bels during training, where noisy labels may have caused
the learned token to be inaccurate.
Additional results. In the supplementary material, we in-
clude a visualisation of different label smoothing techniques
using a t-SNE [57] graph for a toy problem, additional eval-
uation for descriptors extracted by the MID module, and
detailed sensitivity testing of hyper-parameters.

5. Discussion and Conclusion
In this work, we proposed BoMD, a new method to learn

from noisy multi-label CXR datasets. BoMD explores the
clinical semantic information, represented by word embed-
dings from BlueBERT [49], to optimise the multi-label im-
age descriptors which are used to find noisy multi-label
training samples. We then use the learned image descrip-
tors to build a graph for smoothly re-labelling the training
data. BoMD outperforms current SOTA methods on three
real-world CXR benchmarks that consist of training on two
large-scale noisy multi-label CXR datasets and testing on
three clean multi-label CXR datasets. We additionally eval-
uate BoMD on our proposed systematic benchmark to fur-
ther show the effectiveness and robustness of our method.

Limitations and future work. We identify three limi-
tations of BoMD. The first issue is the longer training time
(+8h compared with NVUM [32]) since it requires multiple
training stages. We plan to tackle this problem by better in-
tegrating the training stages. The second issue is that BoMD
decreases its performance under extremely noisy label setup
(i.e., [0.6, 0.6] in Tab. 4), which is due to mistakes in the
smooth re-labelling. However, such a high noise rate may
not be applicable in real-world scenarios since the usual
F1 score for text mining performance is between 80% to
94% [10, 45, 58], which suggests noise rates much smaller
than 60%. Another drawback of BoMD is that it does not
address imbalanced learning, which is an important point
when training with CXR datasets. BoMD demonstrates the
possibility of leveraging semantic information and sample
graphs to estimate the label distribution for training a better
CXR classifier. However, noisy-cleaning methods are still

dominant in the LNL under multi-class scenarios. One po-
tential future direction is to study a unified framework for
addressing both multi-class and multi-label tasks with min-
imum adaptation.
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7. Appendix

8. Dataset Statistics

Table 7 shows the statistics of our training noisy train-
ing set (NIH [58] and ChestXpert (CXP) [21]) and clean
testing sets (OpenI [10] and PadChest [6]). Due to incon-
sistencies in the number of labels for each dataset, we trim
the original datasets and only keep the samples that contain
labels present in all datasets based on [7,32]. After our data
pre-processing, there are 83,672 frontal-view images with
14 common chest radiographic observations for NIH [58]
dataset where the corresponding testing sets for OpenI [10]
and PadChest [6] contain 2,917 and 14,714 frontal-view im-
ages respectively. For CXP, we have 170,958 frontal-view
images with 8 chest radiographic observations where the
corresponding testing set for OpenI [10] and PadChest [6]
contain 2,823 and 12,885 frontal-view images, respectively.

9. Further Ablation Studies

We evaluate the number of KNN neighboring samples
that are required for a clean re-labelling. We measure the
precision and recall for the detection of noisy-labels of our
graph-based relabelling method in Fig. 6 as a function of
the threshold of the minimum number of nearest neighbors
containing each class. For example, if the KNN threshold is
4, then a particular label of a sample is set to 1 only if there
are at least 4 neighbors that share the same label. Note that
the measures are computed in a label-wise manner, and we
consider the flipping rate pl at 20% and the percentage of
noisy samples ps ∈ {20%, 40%, 60%}. We observe lower
recall rate for lower values of K because the KNN label
propagation under multi-label scenario tends to be noisier
for small values of K. We achieve the highest recall rate
when this threshold is between 4 and 6 nearest neighbours,
which means that when we have at least 4 samples in the K
nearest neighbour that share the same label, it is most likely
a true label.

10. Visualisation of Smoothing Techniques

To visualise the performance of different label smooth-
ing techniques, we plot the t-SNE [57] for a toy problem.
More specifically, we first generate two isotropic Gaussian
clusters as the clean set (Fig. 7a) and randomly inject 20%
of symmetric noise (Fig. 7b) to form a noisy set. We show
that our BoMD demonstrates a better tradeoff when cor-
recting the labels since it re-labels the noisy samples with-
out being overconfident in the detection (like shown by
GLS [60]) and without oversmoothing the labels (like dis-
played by LS [39]). Note that we set the smoothing param-
eter r to 0.6 and -0.4 respectively for LS [39] and GLS [60].

11. Additional Results
11.1. Per-finding results

We show per-finding results over all available findings
for NIH [58] in Tables 9 and 10 and for CheXpert [21] in
Tables 11 and 12 .

11.2. Hyper-parameter sensitivity

Tab. 8 studies the four hyper-parameters (λ, γ, M and
K) of BoMD. In general, for λ, we note that relying too
much on the pseudo-labels from the graph (λ = 0.2) or the
original noisy labels (λ = 1.0) worsens the performance,
with the best result achieved with a balanced λ = 0.6.
We noticed that the method is robust to γ and M with lit-
tle variation in results. As for K, values larger than 10
over-smooth the decision boundary of our classifier, causing
under-fitting. The values λ = 0.6 and γ = 0.25, M = 3,
and K = 10 reach the best results.

11.3. Evaluation for Descriptors from MID

Visualisation of distance distribution. To verify the sep-
aration of positive descriptors (labelled as 1) and negative
descriptors (labelled as 0) based on their edge weight, we
performed an analysis on a dataset consisting of 12 classes.
Each class contained 4,000 samples, along with its corre-
sponding semantic descriptors from the NIH dataset [58].
For each class, we denote positive samples’ descriptors as
“1”, and negative samples’ descriptors as “0”. The analy-
sis involved examining the distribution of L2 distance, and
the results are presented in Figure 8. Our findings suggest
that, on average, positive descriptors are closer to their cor-
responding semantic descriptors than negative descriptors,
which proves the effectiveness of our MID module.
Visualisation of latent space. To visualise the descrip-
tors’ distribution in the latent space, we plot the t-SNE [57]
for 12 classes with 4,000 samples per class sampled from
NIH [58], as shown in Fig. 9. For each class, we denote
positive samples’ descriptors as +, negative samples’ de-
scriptors as ◦ and semantic descriptors as ×. We show that
the semantic descriptors are mostly surrounded by class-
related descriptors (+), which varied the clustering effect
of our MID module. Such clustering effect will benefit our
graph-based smooth re-labelling as shown in Sec 10



Train Test

Datasets NIH [58] CXP [21] OpenI [10] PadChest [6]

Train on NIH 83,672 (14) - 2,971 (14) 14,714 (14)
Train on CXP - 170,958 (8) 2,823 (8) 12,885 (8)

Table 7: Statistics for all datasets after data pre-processing, where the digit on the left is the total number of samples and the
digit inside brackets is the number of classes.

Experiments Mixup Coefficient Number of Descriptors K-nearest neighbour

Settings λ OpenI PadChest γ OpenI PadChest M OpenI PadChest K OpenI PadChest

AUC

0.2 88.39 85.52 0.05 89.14 86.05 1 88.34 86.02 5 89.20 86.15
0.4 88.56 85.93 0.15 87.87 86.17 3 89.52 86.50 10 89.52 86.50
0.6 89.52 86.50 0.25 89.52 86.50 5 88.92 86.39 20 88.23 85.79
0.8 88.37 86.29 0.35 88.40 86.48 7 89.03 86.43 50 87.59 85.49
1.0 88.31 86.21 0.45 88.46 86.46 9 88.45 86.29 100 87.36 85.48

Table 8: Ablation study of the hyper-parameters using mean AUC. Models are trained on NIH [58] and tested on OpenI [10]
and PadChest [6]. Note that for each hyper-parameter, we fix the others to their best values (i.e., λ = 0.6, γ = 0.25, M = 3
and K = 10).
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Figure 6: Label-wise precision and recall of our KNN propagated label under ȳ w.r.t the clean annotation from PadChest.
The horizontal axis shows a threshold of the minimum number of nearest neighbors containing each class.
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Figure 7: Visualisation of different label smoothing techniques. The color of each data-point indicates the confidence score.
We start with two isotropic Gaussian clusters in (a) as the clean set where red points indicate class 1 and blue points represent
class 2. We randomly inject 20% of symmetric noise to form the noisy set in (b). We compare our method (in (d)) with two
baseline methods, namely: label smoothing (LS) [39] (in (c)) and generalised label smoothing (GLS) [60] (in (e)). We show
that our method alleviates the noisy label problem by modifying the confidence score based on the nearest neighbors, while
LS pushes the labels toward the uniform distribution and GLS pushes the labels toward sharp binary distribution. Note that
GLS has a different scale for confidence scale which is from -0.2 to +1.2, while the others have a range from 0 to 1.



Table 9: Disease-level testing AUC results for models trained on NIH.

Models Hermoza et al CAN DivideMix FINE ELR NVUM

Datasets OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest

Atelectasis 86.85 83.59 84.83 79.88 70.98 73.48 77.51 67.70 86.21 85.69 88.16 85.66
Cardiomegaly 89.49 91.25 90.87 91.72 74.74 81.63 77.93 84.54 90.79 92.81 90.57 92.94
Effusion 94.05 96.27 94.37 96.29 84.49 97.75 74.39 86.76 94.74 96.67 93.64 96.56
Infiltration 77.48 70.61 77.88 73.78 84.03 81.61 73.41 67.28 78.92 73.82 74.30 72.51
Mass 95.72 86.93 87.47 85.81 71.31 74.41 57.45 69.54 81.90 84.51 93.06 85.93
Nodule 81.68 75.99 80.71 74.14 57.35 63.89 59.43 57.66 86.22 75.59 88.79 75.56
Pneumonia 87.15 75.73 84.79 76.49 71.65 72.32 56.22 60.46 88.99 80.28 90.90 82.22
Pneumothorax 75.34 74.55 82.21 79.73 75.56 75.46 59.88 64.46 78.65 78.47 85.78 79.50
Edema 84.31 97.78 82.80 96.41 80.71 85.81 58.18 95.20 85.57 97.58 86.56 95.70
Emphysema 83.26 79.81 81.26 78.06 64.81 59.91 43.31 50.72 82.79 79.87 83.70 79.38
Fibrosis 85.85 96.46 83.17 93.20 76.96 84.71 61.97 88.68 92.07 97.42 91.67 97.61
Pleural Thicken 77.99 71.85 77.59 67.87 62.98 58.25 63.17 54.33 83.45 72.01 84.82 74.80
Hernia 92.90 89.90 87.37 86.87 70.34 72.11 64.86 74.56 95.77 93.37 94.28 93.02
Mean AUC 85.54 83.90 84.26 83.10 72.76 75.49 63.67 70.91 86.62 85.24 88.17 85.49

Table 10: Disease-level testing AUC results for models trained on NIH.

Models NPC NCR LS OLS GLS BoMD

Datasets OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest

Atelectasis 86.04 85.23 83.80 85.46 85.34 84.74 87.27 85.18 88.23 83.00 87.91 86.19
Cardiomegaly 91.42 92.12 89.42 91.45 88.08 89.17 84.59 89.83 89.12 91.40 91.37 92.17
Effusion 95.58 96.19 93.96 95.89 94.54 95.63 94.28 96.75 93.67 96.36 95.28 96.71
Infiltration 68.76 64.08 60.48 67.98 72.26 74.20 76.10 76.19 82.08 71.27 81.65 76.64
Mass 80.20 86.04 85.00 85.98 88.08 80.56 82.79 84.80 75.12 80.67 92.31 88.48
Nodule 87.60 75.68 85.12 75.60 86.44 74.82 83.42 75.27 82.10 74.34 84.05 75.28
Pneumonia 91.01 76.87 88.87 76.40 83.50 76.17 87.18 78.20 85.65 74.83 89.99 78.71
Pneumothorax 84.28 79.22 83.07 76.98 74.07 76.10 75.89 80.02 73.93 76.45 88.89 85.82
Edema 82.27 92.40 85.66 93.87 83.38 88.23 87.31 89.55 85.92 93.01 87.60 98.68
Emphysema 82.05 80.87 82.36 75.80 76.94 73.10 80.94 78.15 75.16 74.21 85.28 81.94
Fibrosis 87.53 91.50 90.67 94.57 92.09 96.43 90.19 95.35 91.06 95.29 94.56 97.44
Pleural Thicken 87.37 76.06 82.66 76.62 82.83 72.82 84.12 70.55 80.10 68.14 86.94 71.53
Hernia 96.60 94.17 94.69 92.74 80.85 70.11 91.95 85.84 87.29 81.38 98.57 94.22
Mean AUC 86.21 83.88 85.06 83.79 83.72 80.93 85.08 83.51 83.80 81.56 89.57 86.45

Table 11: Disease-level testing AUC results for models that trained on CheXpert.

Models Hermoza et al CAN DivideMix FINE ELR NVUM

Datasets OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest

Cardiomegaly 86.12 87.20 82.83 85.89 79.53 85.42 83.62 83.99 90.48 87.46 85.15 88.48
Edema 87.92 94.35 86.46 97.47 81.24 83.41 86.43 87.07 90.88 96.12 87.35 97.21
Pneumonia 65.56 57.15 61.88 63.38 55.98 51.20 55.58 55.58 61.59 64.13 64.42 67.89
Atelectasis 78.40 75.65 80.13 72.87 72.74 68.34 72.87 72.87 79.63 73.68 80.81 75.03
Pneumothorax 62.09 78.65 74.69 79.50 75.49 79.98 65.34 68.85 74.12 83.95 82.18 83.32
Effusion 87.00 93.94 88.43 92.92 83.75 88.91 85.92 85.92 86.65 92.42 83.54 89.74
Fracture 57.47 53.77 59.96 60.44 63.87 62.23 51.97 62.50 56.75 62.00 57.02 62.67
Mean AUC 74.94 77.24 76.34 78.92 73.23 74.21 71.68 73.83 77.16 79.97 77.21 80.62

Table 12: Disease-level testing AUC results for models that trained on CheXpert.

Models NPC NCR LS OLS GLS BoMD

Datasets OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest OpenI PadChest

Cardiomegaly 80.33 86.43 90.10 86.84 85.53 83.42 83.58 86.29 88.22 87.30 90.85 89.88
Edema 82.35 79.09 90.11 98.26 89.72 99.43 85.17 95.69 87.92 97.49 89.89 98.76
Pneumonia 62.31 64.52 58.80 59.87 49.64 50.41 64.18 56.48 59.49 63.64 65.35 66.10
Atelectasis 81.29 76.13 79.01 72.22 75.13 69.30 70.85 71.75 76.71 73.32 80.01 74.33
Pneumothorax 82.32 82.35 78.06 86.15 73.05 78.33 80.10 83.36 77.53 77.58 82.99 86.04
Effusion 78.71 86.65 85.62 91.57 84.70 90.97 84.64 91.83 85.19 91.94 87.37 93.07
Fracture 59.92 65.95 56.80 60.63 52.27 55.52 67.13 58.60 60.44 60.32 63.72 64.12
Mean AUC 75.32 77.30 76.93 79.36 72.86 75.34 76.52 77.72 76.50 78.80 80.03 81.76



Figure 8: L2 distance between positive/negative descriptors and semantic descriptor
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Figure 9: Visualisation of descriptor distribution in latent space.


