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Abstract

In this paper we evaluate the performance of Condi-
tional Random Fields (CRF) and Hidden Markov Models
when recognizing motion based gestures in sign language.
We implement CRF, Hidden CRF and Latent-Dynamic CRF
based systems and compare these to a HMM based system
when recognizing motion gestures and identifying inter ges-
ture transitions. We implement a extension to the standard
HMM model to develop a threshold HMM framework which
is specifically designed to identify inter gesture transitions.
We evaluate the performance of this system, and the differ-
ent CRF systems, when recognizing gestures and identifying
inter gesture transitions.

1. Introduction

Recognizing gestures which appear in sign language is

a challenging problem. Gestures lack a clear categori-

cal structure and similar gestures can happen at various

timescales. Another difficulty with recognizing gestures

are inter gesture transitions which occur between valid ges-

tures. For example, when performing hand gestures, the

hands must move from the end point of the previous ges-

ture to the start point of the next gesture. These inter ges-

ture transition periods are called movement epenthesis [9]

and are not part of either of the gesture. As such, an accu-

rate recognition system must be able to distinguish between

valid sign segments and movement epenthesis.

Hidden Markov Models (HMM) have been proposed as

a solution to dealing with continuous gesture recognition

without explicit segmentation. Starner et al. [14] and Bauer

and Kraiss [2] model each word or subunit with a HMM

and then train the HMMs with data collected from full sen-

tences. A downside to this is that training on full sentence

data may result in a loss in valid sign recognition accuracy

due to the large variations in the appearance of all the pos-

sible movement epenthesis that could occur between two

signs.

Wang et al. [18] also use HMMs to recognize continuous

signs sequences with 92.8% accuracy, although signs were

assumed to end when no hand motion occurred. Assan et al.

[1] model the HMMs such that all transitions go through a

single state, while Gao et al. [5] create separate HMMs that

model the transitions between each unique pair of signs that

occur in sequence. Vogler at al. [17] also use an explicit

epenthesis modeling system where one HMM is trained for

every two valid combinations of signs.

While these works have had promising results in gesture

recognition and movement epenthesis detection, the train-

ing of such systems involves a large amount of extra data

collection, model training and recognition computation due

to the extra number of HMMs required to detect movement

epenthesis.

More recently, there has been an increasing interest in

using Conditional Random Fields (CRF), as an alternative

to HMMs, for human gesture recognition. CRFs were first

introduced by Lafferty et al [7] as a framework for building

probabilistic models to segment and label sequence data.

Sminchisescu et al. [13] use CRFs to classify 11 differ-

ent human motion activities. As an extension to traditional

CRFs, Hidden state conditional random field (HCRF) based

gesture recognition systems have also been proposed. Wang

et al. [19] use a HCRF framework to classify three different

head gestures and six different arm gestures. Morency et al

[11] expand on the work of Wang et al to develop a Latent-

Dynamic Conditional Random Field which combines com-

bine the strengths of CRFs and HCRFs by capturing both

extrinsic dynamics and intrinsic sub-structure.

In this paper we discuss our threshold HMM frame-

work which is specifically designed to identify movement

epenthesis. We carry out performance evaluations to com-

pare the threshold HMM system to CRF, HCRF, LD-

CRF and standard HMM systems when recognizing motion

based gestures and identifying movement epenthesis.
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Figure 1. Extracted Features from Image

2. Feature Extraction
The gesture recognition evaluations we carry out in this

work uses data extracted from video sequences of sign lan-

guage sentences being performed by a fluent signer. For

completeness, prior to discussing the evaluations we carry

out on HMMs and CRFs, we briefly describe the feature

tracking techniques implemented.

Tracking of the hands is performed by tracking colored

gloves using the Mean Shift algorithm [4]. Face and eye po-

sitions are used as features for head movement recognition

and also used as hand gesture cues. Face and eye detection

is carried out using a cascade of boosted classifiers working

with haar-like features proposed by Viola and Jones [15]. A

set of public domain classifiers [10], for the face, left eye

and right eye, are used in conjunction with the OpenCV im-

plementation of the haar cascade object detection algorithm.

We define the raw features extracted from each image

as follows; right hand position (RHx, RHy), left hand po-

sition (LHx, LHy), face position (FCx, FCy), face width

(FW ),left eye position (LEx, LEy) and right eye position

(REx, REy).
To represent a gesture sequence such that it can be mod-

eled by the HMM and CRF models, the gesture sequence

must be defined as a set of observations. An observation

Ot, is defined as an observation vector made at time t, where

Ot = {o1, o2, ..., oM} and M is the dimension of the obser-

vation vector. A particular gesture sequence is then defined

as Θ = {O1, O2, ..., OT }.

3. Hidden Markov Models and Hidden Condi-
tional Random Fields

HMMs are generative models, assigning a joint probabil-

ity to pairs of observations and labels. HMM parameters are

typically trained to maximize the joint likelihood of train-

ing examples. To define a joint probability over observation

and label sequences, a generative model needs to enumerate

all possible observation sequences. HMMs typically require

features appropriate for the particular recognition task and it

is not practical to use feature vectors which are comprised of

multiple interacting features. The main weakness of HMMs

is the assumption of independence, which assumes that cur-

rent observations are statistically independent of the previ-

ous observations. This is one of the main motivations for

the use of CRFs. CRF use an exponential distribution to

model the entire sequence given the observation sequence.

This avoids the independence assumption between observa-

tions, and allows non-local dependencies between state and

observations.

3.1. Hidden Markov Models

Hidden Markov Models (HMMs) are a type of statistical

model and can model spatiotemporal information in a nat-

ural way. HMMs have efficient algorithms for learning and

recognition, such as the Baum-Welch algorithm and Viterbi

search algorithm [12].

A HMM is a collection of states connected by transitions.

Each transition (or time step) has a pair of probabilities: a

transition probability (the probability of taking a particular

transition to a particular state) and an output probability (the

probability of emitting a particular output symbol from a

given state).

We use the compact notation λ = {A, B, π} to indicate

the complete parameter set of the model where A is a matrix

storing transitions probabilities and aij denotes the proba-

bility of making a transition between states si and sj . B is

a matrix storing output probabilities for each state and π is

a vector storing initial state probabilities.

HMMs can use either a set of discrete observation sym-

bols or they can be extended for continuous observations

signals. To calculate the probability of a specific obser-

vation Ot, we implement a probability density function of

an M-dimensional multivariate gaussian (see Equation 1).

Where μ is the mean vector and Σ is the covariance matrix.

ℵ(Ot|μ,Σ) = (2π)−
N
2 |Σ|− 1

2 exp(− 1
2 (Ot−μ)T Σ−1(Ot−μ))

(1)

3.1.1 HMM Threshold Model

Lee and Kim [8] proposed a single channel HMM thresh-

old model using discrete observations to recognize a set

of distinct gesture. We expand on the work of Lee and

Kim to develop a HMM threshold model system which

models continuous multidimensional sign language obser-

vations within a parallel HMM network to recognize two

hand signs and identify movement epenthesis. A specific

HMM, called a threshold model, is created to model move-

ment epenthesis by calculating the likelihood threshold of

an input gesture and provide a confirmation mechanism for

provisionally matched gesture patterns. We denote each

dedicated gesture HMM as λy . Each λy is used to calculate

the likelihood that the input gesture is belonging to gesture

class y. For a network of HMMs Λ = {λ1, λ2, ..., λY }, a

single threshold model λ is created. The threshold model

λ is used to calculate the likelihood threshold for each of

the dedicated gesture HMMs. It is not in the scope of this

paper to describe the threshold model in detail and readers
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should consult the works of Lee and Kim [8] and Kelly et

al [6] for a more detailed discussion on the HMM threshold

model technique.

3.2. Conditional Random Fields

CRFs are a framework based on conditional probabil-

ity approaches for segmenting and labeling sequential data.

The task is to learn a mapping of observations x to class

labels y ∈ Y , where x is a m dimensional vector of local

observations, x = {x1, x2, ..., xm}, and each local obser-

vation xj is represented by a feature vector φ(xj) ∈ �d.

A conditional model p(y|x) is constructed from the paired

observation and label sequences.

3.2.1 Hidden Conditional Random Fields

Wang et al [19] proposed a discriminative hidden-state ap-

proach for the recognition of human gestures. For any set

of observations x they implement a set of hidden variables

s = {s1, s2, ..., sm} which are not observed on training ex-

amples. Each sj is a member of S where S is a finite set

of possible parts in the model. Each sj corresponds to a la-

beling of xj with some member of S. A HCRF models the

conditional probability of a class label given a set of obser-

vations by:

P (y|x, θ) =
∑

s

P (y, s|x, θ) =
∑

s eΨ(y,s,x;θ)

∑
y′∈Y,s∈Sm eΨ(y′,s,x;θ)

(2)

The potential function Ψ(y, s, x; θ) ∈ �, parameterized

by θ, measures the compatibility between a label, a set of

observations and a configuration of the hidden states.

3.2.2 Latent-Dynamic Conditional Random Fields

The CRF approach models the transitions between gestures,

thus capturing extrinsic dynamics, but lacks the ability to

represent internal sub-structure. Each Hidden-state Condi-

tional Random Field models a single gesture label but can-

not learn the dynamics between gesture labels. Morency

et al. [11] propose a Latent-Dynamic Conditional Ran-

dom Field (LDCRF) to combine the strengths of CRFs and

HCRFs by capturing both extrinsic dynamics and intrinsic

sub-structure. They define the latent conditional model as

shown in Equation 6.

P (y|x, θ) =
∑

s

P (y|s, x, θ)P (s|x, θ) (3)

P (s|x, θ) =
1

Z(x, θ)
exp(

∑

k

θk · Fk(s, x)) (4)

Z(x, θ) =
∑

s

exp(
∑

k

θk · Fk(s, x)) (5)

Where Fk is defined as

Fk(s, x) =
m∑

j=1

fk(sj−1, sj , x, j) (6)

And each feature function fk is either a state function

sk(sj , x, j) or a transition function tk(sj−1, sj , x, j).
Figure 2 illustrates the graphical models of HMM, CRF,

HCRF and LDCRF.

(a) HMM (b) CRF

(c) HCRF (d) LDCRF
Figure 2. Comparison of HMM and different CRF models where

grey circles denoted observed symbols.

4. HMM Threshold Model For Gesture Recog-
nition

We develop a HMM threshold model system which

models continuous multidimensional gesture observations

within a HMM network to recognize motion based gestures

and identify movement epenthesis. We now briefly describe

this system.

4.1. HMM Training

We implement and train a dedicated HMM for each ges-

ture to be recognized.

We denote each dedicated HMM as λy where y ∈ Y and

Y is the set gesture labels. Each HMM is trained using an

automated HMM initialization and training technique, uti-

lizing an iterative clustering, Baum Welch and Viterbi re-

alignment process, proposed by Kelly et al [6].

A HMM threshold model, λ is then created using the

network of trained HMMs λy (where y ∈ Y ). The set of

HMMs, to recognize the Y pre-trained gestures, is then de-

noted as Λ = {λ1, λ2, ..., λI , λ}.
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4.2. HMM Gesture Classification

Given an unknown sequence of gesture observations Θ,

the goal is to accurately classify the gesture as a non-gesture

or as one of the Y trained gestures. To classify the obser-

vations, the Viterbi algorithm is run on each model given

the unknown observation sequencesΘ, calculating the most

likely state paths through each model y. The likelihoods of

each state path, which we denote as P (Θ|λy), are also cal-

culated. The sequence of observations can then be classified

as y if the maximum likelihood PML(Θ|λy) ≥ Φy , where

the maximum likelihood is defined in Equation 7 and Φy is

defined in Equation 11.

PML(Θ|λy) = max
y

P (Θ|λy) (7)

Φy = P (Θ|λ)Γy (8)

Where Γy is a constant scalar value used to tune the sen-

sitivity of the system movement epenthesis gestures.

4.3. Parallel HMM Training

When recognizing two handed spatiotemporal gestures,

a parallel HMM is required to model the left and right hands

[16]. We implement a parallel HMM Threshold Model sys-

tem which initializes and trains a dedicated parallel HMM

denoted as λ
′
y = {λLy, λRy} where λLy and λRy are

HMMs which model the left and right hand gestures respec-

tively.

The parallel HMMs are also trained using the same auto-

mated HMM initialization and training technique, utilizing

an iterative clustering, Baum Welch and Viterbi realignment

process, proposed by Kelly et al [6].

A weighting of ωLy and ωRy is applied to the left hand

HMM and right hand HMM respectively, to account for

variations in information held in each of the hands for a par-

ticular sign. The weighting applied in the system is based

on a variance measure of the observation sequences. Using

data from all observation sequences Θk
Ly and Θk

Ry , where

1 ≤ k ≤ K, K is the total number of training examples

and ΘLy and ΘRy are the left and right hand observations

respectively. The variance of the left and right hand obser-

vations are calculated by calculating the variance of each

observation dimension σ2
Ly[i] and σ2

Ry[i], where 0 ≤ i ≤ D
and D is the dimension of the observation vectors. The left

HMM weight, ωLy , and right HMM weight, ωRy , are then

calculated as using Equation 9 where ωLy + ωRy = 1.

ωLy=
∑ D

i=0

σ2
Ly [i]

(σ2
Ly

[i]+σ2
Ry

[i])×D
ωRy=

∑ D
i=0

σ2
Ry [i]

(σ2
Ly

[i]+σ2
Ry

[i])×D

(9)

A parallel HMM threshold model, λ′ = {λL, λR} is

then created using the network of trained parallel HMMs

λy (y ∈ Y ).

4.4. Parallel HMM Gesture Classification

To classify the parallel observations Θ
′
= {ΘL,ΘR},

the Viterbi algorithm is run on each model given the un-

known observation sequences ΘL and ΘR, calculating the

most likely state paths through each model y. The likeli-

hoods of each state path, which we denote as P (ΘL|λLy)
and P (ΘL|λRy), are also calculated. We calculate the

overall likelihoods of a dedicated gesture and a movement

epenthesis with the equations defined in Equations 10 and

11.

P (Θ
′ |λ′y) = P (ΘL|λLy)ωLy + P (ΘR|λRy)ωRy (10)

Φ
′
y =

P (ΘL|λL)ΓLy + P (ΘR|λR)ΓRy

2
(11)

Where ΓLy and ΓRy are constant scalar values used to

tune the sensitivity of the system to movement epenthesis.

The sequence of observations can then be classified as y if

PML(Θ
′ |λ′y) ≥ Φ

′
y , where PML(Θ

′ |λ′y) is the maximum

likelihood defined as max
y

P (Θ
′ |λ′y).

5. CRFs For Gesture Recognition
Wang et al [19] and Morency et al [11] propose gesture

recognition framework using HCRFs and LDCRFs respec-

tively. We evaluate this same framework for the recognition

of motion based gestures in sign language.

5.1. CRF Training

Similar to the works of Wang et al and Morency et al, we

implement an objective function, shown in Equation 12, to

train the parameters of each of the CRF models.

L(θ) =
n∑

i=1

logP (yi|xi, θ)− 1
2σ2

‖θ‖2 (12)

Where n is the total number of training sequences. We

implement a gradient ascent search to find the optimal pa-

rameter values, θ∗ = argmax
θ

L(θ) using a Quasi-Newton

optimization technique.

5.2. CRF Gesture Classification

Given an unknown sequence of gesture observations Θ,

we calculate the conditional probability P (y|Θ, θ) of each

of the CRF, HCRF and LDCRF models for gesture labels

y ∈ Y .

We classify a given observation sequence Θ as gesture

class y if PML(y|Θ, θ) > Ω, where Ω is a pre defined

threshold value and PML(y|Θ, θ) is the maximum likeli-

hood defined as max
y

P (y|Θ, θ). .
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5.3. CRF Parallel Training

Similar to the parallel HMM system, we implement a

parallel CRF model in order to recognize two handed spa-

tiotemporal gestures. We apply to the same weighting tech-

nique, discussed in Section 4.3, to the parallel CRF models

by calculating left CRF weights, ωLy and right CRF weights

ωRy .

5.4. CRF Parallel Classification

Given a parallel observation sequence Θ
′
= {ΘL,ΘR},

we calculate the conditional probability P (y|ΘL, θ) and

P (y|ΘR, θ) for each parallel CRF model. The parallel con-

ditional probability is then defined in Equation 13.

P (y|Θ′ , θ) = P (y|ΘL, θ)ωLy + P (y|ΘR, θ)ωRy (13)

We classify a given observation sequence Θ
′

as gesture

class y if P (y|Θ′ , θ) > Ω
′
, whereΩ

′
is a pre defined thresh-

old value and PML(y|Θ′ , θ) is the maximum likelihood de-

fined as max
y

P (y|Θ′ , θ)..

6. Evaluation of Techniques
Wang et al [19] perform experiments to show that the

HCRF model performs better at classifying head and arm

gestures than CRFs and HMMs. In their experiments, the

models were evaluated on their ability to classify a given

segmented gesture sequence as one of a number of pre

trained gestures but the models were not tested on non-

gesture sequences. In order to evaluate and access the abil-

ity of a HCRF model to recognize gestures in sign language,

the performance of the model must be evaluated when iden-

tifying non-gestures/epenthesis as well as being evaluated

on the performance of classifying gestures.

Morency et al [11] perform experiments to evaluate the

performance of the LDCRF model on three different data

sets. The first data set was a head nod data set where the

system was trained and tested on frames labeled as a head

nod or labeled as not a head nod. The second data set, sim-

ilar to the first data set, was trained and tested on positive

and negative examples of heads nods. The final data set was

an eye gaze data set, and the system was trained and tested

on frames labeled as either an eye gaze-aversion gesture or a

non gaze-aversion gesture. The LDCRF model was shown

to out perform CRF, HDCRF and HMM based classifiers

(as well as a support vector machine based classifier). From

these experiments it is difficult to access whether or not the

LDCRF model could be implemented to recognize a larger

vocabulary of gestures or whether or not the LDCRF model

could be used in a sign language based system. In the exper-

iment Morency et al carry out, each of the gesture data set

experiments were trained to recognize a single gesture with

positive and negative examples of the gesture. In order to

evaluate the LDCRF model for a sign language recognition

system, the model should be tested on a larger vocabulary of

gestures. In their experiments the gesture model was trained

on positive and negative examples of the gesture. Training

a model to recognize to recognize movement epenthesis in

sign language is unfeasible due to the large number of pos-

sible epenthesis that can occur between signs.

The goal of this work is to evaluate the performance of

the HMM threshold model and the different CRF models

when recognizing motion based gestures and identifying

epenthesis which occur in sign language. Since sign lan-

guage communication is multimodal it involves not only

hand gestures (i.e., manual signing) but also non-manual

signals (NMS) conveyed through facial expressions, head

movements, body postures and torso movements [3]. In or-

der to evaluate the use of HMMs and CRFs in recogniz-

ing motion based gestures in sign language, we evaluate

the models on two data sets; a manual signing data set (i.e.

two handed motion based gestures) and a non-manual signal

data set based on head motion gestures.

6.1. Manual Sign Experiments

The first data set we use to evaluate the models on is

a set of two handed spatiotemporal hand gestures used in

sign language. This data set consists of eight different man-

ual signs extracted from videos of a fluent signer perform-

ing natural sign language sentences. Figure 3 illustrates an

example of a signer performing each of the eight manual

signs.

Figure 3. Example of the eight different signs the system was

tested on (a) Newspaper, (b) A lot, (c) Bike, (d) Clean, (e) Paint,

(f) Plate, (g) Lost, (h) Gone

In order recognize manual signs, we must extract two

observation channels from the video streams. The two ob-

servation channels correspond to the left hand observations

ΘL and the right hand observations ΘR. The observations

ΘL and ΘR are combined into a parallel observation se-

quence Θ
′

which is processed by the parallel models. We

extract a set of observation sequences Δ
′
y from the video
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sequences, where y ∈ Y , Y is the set of sign labels,

Δ
′
y = {Θ′1y, ...Θ

′
Ty} and T is the number of sample ob-

servation sequences recorded for each gesture label y.

This set is then divided into a training set, Δ
′τ
y , and a test

set, Δ
′ζ
y . A set of 10 training signs and a set of 10 test signs

were recorded for each sign (A total of 160 gesture sam-

ples). The HMM, CRF, HCRF and LDCRF models were

then trained on Δ
′τ
y .

An additional set of observations Δ
′
E , which repre-

sents a collection of movement epenthesis, were also ex-

tracted from the video sequences to test the performance

of the threshold model. For each valid sign, 10 movement

epenthesis, that occurred before and after the valid sign in

different sign language sentences, were recorded. An ad-

ditional set of 20 random movement epenthesis were also

recorded, resulting is a test set of 100 samples to evaluate

the models on.

Before comparing the performance of the different mod-

els we first discuss the feature vectors used for the HMM

and CRF models. Preliminary experiments show that the

best performing feature vector for the HMM threshold

model was the feature, O = {RPx, RPy, Vx, Vy, DH},
which describes the position of the hands relative to the

eyes, the direction of the movement of the hand and the dis-

tance between the two hands. The best performing feature

vector for the three different CRF models was the feature

vector O = {Vx, Vy}, which describes the direction of the

movement of the hand. These are the feature vectors used

for the evaluation of the HMM and CRF models.

To evaluate the performance of the models, we perform a

ROC analysis on the different models and calculate the area

under the curve (AUC) for each model. The classification

of a gesture is based on a comparison of a model probability

and a threshold value. In our ROC analysis of each model,

we vary the threshold and create a confusion matrix for each

of the thresholds. In the case of the HMM threshold model

system, we vary the weighting of the threshold. When im-

plementing the HCRF model and LDCRF model we vary

the number of hidden states and also vary the window pa-

rameter ω. The window parameter defines the amount of

past and future history to be used when predicting the state

at time t such that long range dependencies can be incor-

porated. In our experiments we test each model on a two

different groups of data. The first data group, which we de-

note as data set 1, is a set which includes all test sequences

Δ
′ζ
y and epenthesis sequences Δ

′
E . The second data group,

which we denote as data set 2, is a set which includes just

the test sequences Δ
′ζ
y . Table 1 shows the AUC measure-

ments of the traditional HMM model, the HMM threshold

model and different variations of the CRF models.

The results show that the overall best performing model,

with an AUC of 0.985, was the LDCRF model with 8 hid-

den states per label when tested on the data set 2. Since

Table 1. Manual Signs: AUC Measurements for Different Models

Model Data Set Data Set
1† 2‡

HMM 0.902 0.943

Threshold HMM 0.976 0.977

CRF ω = 0 0.833 0.876

CRF ω = 1 0.794 0.828

HCRF ω = 0, S = 6 0.909 0.944

HCRF ω = 1, S = 6 0.957 0.983

HCRF ω = 2, S = 6 0.944 0.971

HCRF ω = 0, S = 8 0.947 0.965

HCRF ω = 1, S = 8 0.934 0.968

LDCRF ω = 0, S∗ = 1 0.847 0.881

LDCRF ω = 0, S∗ = 2 0.806 0.842

LDCRF ω = 0, S∗ = 3 0.808 0.836

LDCRF ω = 0, S∗ = 4 0.863 0.901

LDCRF ω = 0, S∗ = 8 0.942 0.985

LDCRF ω = 1, S∗ = 8 0.899 0.928

† - Data Set which includes 100 epenthesis samples

‡ - Data Set which does not include epenthesis samples

∗ - S∗ refers to number of hidden states per label for LDCRF

a sign language recognition system must be able to iden-

tify movement epenthesis as well as recognize gestures, the

results of the tests performed on the data set 1 are more rele-

vant to the evaluation of a sign language recognition model.

The model which scores best when recognizing data set 1

is the HMM threshold model which has an AUC of 0.976.

Although the HCRF and LDCRF perform better than the

HMM threshold model when classifying gestures, the per-

formance of both drop significantly when the epenthesis

data is introduced. The performance of the HMM threshold

model drops small amount compared to the relatively large

drops of all the CRF models. This indicates that the HMM

threshold model is more robust when classifying gestures

and identifying epenthesis.

6.2. Head Gesture Experiments

The second data set we evaluate the HMM and CRF

models on is a set of head movement gestures used to con-

vey non manual information in sign language. The head

gesture set consists of three different head movement ges-

tures extracted from videos of a fluent signer performing

natural sign language sentences.

A visual example of a signer performing each of the three

different head movement gesture is in shown in Figure 6.2.

Similar to the manual sign experiments described in Sec-

tion 6.1, observation sequences Δy = {Θ1y, ...ΘTy} were

extracted from the videos and divided into a training set,

Δτ
y , and a test set, Δζ

y . For the non-manual signal experi-

ments, a set of 6 training signs and a set of 6 test signs were

recorded for each sign (A total of 36 gesture samples). The
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Figure 4. Example of the three different head movement gestures

the system was tested on (a) Right Movement (b) Left Movement

(c) Left Forward Movement

HMM models and all CRF models were then trained onΔτ
y .

An additional set of 25 other head gesture sequences

ΔE , outside of the training set, were also extracted from

the video sequences to test the performance of the system

when identifying movement epenthesis.

Preliminary experiments show that the best performing

feature vector for the HMM models, when classifying head

gestures, was a 2 dimensional vector O = {Vx, Vy} de-

scribing the velocity of the head movement in the x and y
directions.

To calculate the velocity vector of the head we use the

mid point between the eyes and calculate the movement of

the midpoint from frame to frame. As with the HMM mod-

els, the best performing feature vector for the CRF models

was the 2 dimensional velocity vector O = {Vx, Vy}. These

are the feature vectors used for the evaluation of the differ-

ent models. Similar to the hand gesture experiments, we

test the head gesture models on two data groups; data group

1 includes the gesture test sequences and the non gesture

sequences, while data set 2 includes only the gesture test

sequences.

We carry out a ROC analysis of the non-manual models

using the same procedure described in Section 6.1. Table 2

shows the AUC measurements of models.

The results of this experiment repeat the same trend

found in the results of the manual sign recognition exper-

iment. The LDCRF model performs best when classify-

ing gestures in data set 2. The recognition rate of the CRF

models then decrease significantly when non-gestures are

introduced. The best performing model for data set 1 is

again the HMM threshold model with an AUC of 0.936.

The difference between the data set 1 AUCs of the HMM

threshold model and the 9 state LDCRF was 0.042. This re-

sult suggest that the HMM threshold model is a more robust

Table 2. Non-Manual Signals: AUC Measurements for Different

Models
Model Data Set Data Set

1† 2‡

HMM 0.873 0.901

Threshold HMM 0.936 0.947

CRF ω = 0 0.736 0.768

CRF ω = 1 0.527 0.545

HCRF ω = 0, S = 2 0.698 0.801

HCRF ω = 1, S = 2 0.786 0.911

HCRF ω = 2, S = 2 0.702 0.816

HCRF ω = 0, S = 4 0.784 0.927

HCRF ω = 1, S = 4 0.719 0.811

HCRF ω = 0, S = 6 0.743 0.850

HCRF ω = 1, S = 6 0.736 0.893

HCRF ω = 0, S = 8 0.715 0.838

HCRF ω = 1, S = 8 0.708 0.788

LDCRF ω = 0, S∗ = 3 0.794 0.899

LDCRF ω = 1, S∗ = 3 0.763 0.880

LDCRF ω = 0, S∗ = 6 0.760 0.827

LDCRF ω = 1, S∗ = 6 0.717 0.791

LDCRF ω = 0, S∗ = 9 0.868 0.922

LDCRF ω = 1, S∗ = 9 0.837 0.901

LDCRF ω = 2, S∗ = 9 0.894 0.952

LDCRF ω = 3, S∗ = 9 0.795 0.861

† - Data Set which includes 25 non-gesture samples

‡ - Data Set which does not include non-gesture samples

∗ - S∗ refers to number of hidden states per label for LDCRF

model when recognizing the head movement gestures when

epenthesis gestures are taken in to account.

The change in performance of the LDCRF from data

set 2 to data set 1 was 0.058, while the change in perfor-

mance of the HMM threshold model was only 0.011. This

result suggests that the performance of the LDCRF would

decrease more than that of the HMM threshold model when

the number of epenthesis gestures introduced into the sys-

tem increased.

7. Conclusion
In this paper we described our HMM threshold model

system for identifying epenthesis and classifying motion

based gestures in sign language. We evaluated the HMM

threshold model and compared it to current models for rec-

ognizing human motion. HMMs, CRFs, HCRFs and LD-

CRFs have recently been implemented in current works for

recognizing different human actions. We evaluate these

techniques in the domain of sign language gesture recog-

nition. In order to evaluate the performance of the mod-

els when recognizing sign language gestures, it was im-

portant to evaluate each model when identifying movement

epenthesis as well as evaluating the performance of the
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models when classifying gestures. We performed experi-

ments on a data set of motion based manual signs and a

data set of non-manual head motion gestures. In the hand

gesture experiments and head gesture experiments, the best

performing model was the LDCRF when tested on data set

2. The results of the experiments on data set 2 were con-

sistent with previous experiments on HCRFs and LDCRFs

which Wang et al [19] and Morency et al [11] who show

that HCRFs and LDCRF perform better than the standard

HMM model when classifying gestures. When data set 1

was introduced to the experiments, the performance of the

standard HMM model, and all CRF models, dropped sig-

nificantly in relation to the performance of HMM threshold

model. The HMM threshold model performed best in both

experiments, with movement epenthesis data, with an AUC

of 0.976 and 0.936 for the hand gesture and head gesture

evaluations respectively.

The contribution of this paper is that we have performed

a full evaluation of the different CRF and HMM models

when recognizing sign language gestures. We show that our

HMM threshold model performs better than the HCRF and

LDCRF models when identifying movement epenthesis and

classifying gestures. The significance of this result is that,

even though the assumption of independence is an inherent

weakness in the HMM model, we have shown that a thresh-

old HMM model, which is trained on appropriate features,

can outperform the HCRF and LDCRF models when recog-

nizing sign language gestures.
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