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Abstract

In this paper, we present the details of our method in at-
tending the 300 Faces in-the-wild (300W) challenge. We
build our method on cascade regression framework, where
a series of regressors are utilized to progressively refine the
shape initialized by face detector. In cascade regression,
we use the HOG feature in a multi-scale manner, where the
large pose validation is handled in early stages by HOG
feature at large scale, and then shape is refined at later
stages with HOG feature at small scale. We observe that the
performance of the cascade regression method decreases
when the initialization provided by face detector is not ac-
curate enough (for faces with large appearance variations,
face detection is still a challenging problem). To handle the
problem, we propose to generate multiple hypotheses, and
then learn to rank or combine these hypotheses to get the
final result. The parameters in both learn to rank and learn
to combine can be learned in a structural SVM framework.
Despite the simplicity of our method, it achieves state-of-
the-art performance on LFPW, and dramatically outper-
forms the baseline AAM on the 300-W challenge.

1. Introduction
Face alignment is one important component in face

based applications, such as face attribute and expression
analysis. Recent works also showed the importance of face
alignment in real world face recognition task on LFW [12].
Due to its importance, a lot of works were proposed to ad-
vance face alignment, and achieved remarkable improve-
ments on standard benchmarks, such as BioID [14] and
LFPW [1]. However, face alignment is still an unsolved
problem, especially for automatical real world applications,
where large appearance variations exist.

Traditional face alignment methods are usually based on
an assumption that a reliable initialization from face detec-
tor is provided and the face alignment methods iteratively
optimize the shape. Although the assumption is always hold
for faces in constrained setting, it is probably not hold for

Figure 1. Qualitative results of our method for face alignment with
pose, expression and occlusion. The red points are the groudtruth
and the blue points are the output of our method. (Best viewed in
color.)

more wild faces in unconstrained environment where large
appearance variations such as pose, expression, and occlu-
sion exist, which greatly affects the performance of face de-
tector. For example, recent good performance face detec-
tors [25, 24] still has some biased detections in the 300-W
train dataset. In face detection field, performance is usual-
ly measured by the 50% overlap metric [13], which is not
accurate enough for the initialization of face alignment al-
gorithm. The biased face detection would greatly decrease
the face alignment performance. Despite the importance in
real applications, however, the problem does not attend so
much attention, mainly due to that current face alignmen-
t benchmarks are generally collected from easily detected
faces.

In this paper, we try to make face alignment algorithm
robust to the initialization of face detector. In the initial-
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ization step, we generate multiple hypotheses by random-
ly rescale and shift the bounding box provided by the face
detector, and then estimate face landmark location indepen-
dently from these initializations. Two strategies are pro-
posed to fuse these hypotheses to the final shape output.
The first is learn to rank, where a function is learnt to rank
multiple hypotheses. The second is learn to combine, which
automatically determines a combination of shape parts from
multiple hypotheses. We show that these two strategies can
be handled in a unified structural SVM framework.

For each hypothesis, the shape is estimated by cascade
regression, originally proposed in [10] for pose estimation
task in image sequence. In the learning phase, the model
learns a series of regressors. In each iteration of the test
phase, the shape bias is estimated by the specific regressor
in this iteration according to the feature around landmarks.
Specially in our implementation, we use simple linear re-
gressor and HOG [8] feature for the generalization in faces
in the wild. The regression matrix can be effectively learned
by least square regression method. We use HOG feature in
a multi-scale manner, where in the first stages the HOG fea-
ture extracted at large scales can handle large poses, and at
the later stages the HOG feature extracted at small scales
can further refine the shape.

The following of the paper is organized as follows. In
section 2, we review the related work. The cascade regres-
sion and learn to combine are discussed in section 3 and
section 4, respectively. Experimental results are shown in
section 5, and finally the paper is concluded in section 6.

2. Related Work
Generally speaking, previous works on face alignmen-

t can be divided into model based approach and regres-
sion based approach. Here we briefly discuss these two
approaches.

Model based approach The model based approach learns
a shape model in the training phase and uses the shape mod-
el to fit the novel faces in the test phase. The pioneering
works such as active shape model (ASM) [6] and active ap-
pearance model (AAM) [3] were built on PCA constraints
of shape and appearance. The ASM has been adopted by
a lot of works. In [7], the ASM is generalized to be con-
strained local model (CLM), where every landmark has a
descriptor to capture appearance, and these descriptors were
constrained by a shape model. In [19], more sophisticated
local model and a mean-shift matching strategy were used
to get good results. In [4], impressive performance was
achieved by using random forest to vote for the best position
of each landmark.

Regression based approach Since face alignment is nat-
urally a regression problem, regression based approach has
achieved great progress in recent years. Regression based
approach benefits from robust local descriptors and regres-

sors. [10] proposed to use cascade regression to estimate
pose in image sequence with pose-indexed feature. Maybe
the most interesting idea in this paper is to use cascade sim-
ple regressors to approximate complex mapping. [2] ex-
tended the work for face alignment task and achieve very
promising result on face alignment task. [23] used the cas-
cade regression with SIFT feature, and interpreted the cas-
cade regression procedure from a gradient descent view. In
[9], random forest was used to learn the map between the
image patch and landmark position, and all the sampled
patches were used to vote landmark locations. In [20], a
deep neural network was conducted to directly learn the re-
gression function between the original image and landmark
position. Different from the model based approach, these
regression based methods did not relay a parametric con-
straint on the shape, and were proved to be more suitable
for face alignment in the wild.

3. Face Alignment by Cascade Regression
Face alignment is naturally a regression problem, where

the input is a face image (and a rough bounding box for
initialization), and the output is a shape parameterized by
the coordinates of each face landmarks. In this part, we
describe a simple yet effective cascade regression based
method for face alignment.

In training, we have N training samples {Ii, Si, S0
i },

where Ii is the image, Si the grountruth shape of face in
Ii and S0

i is the initialization of Si. We want to learn a
regression function f to minimize the mean square error:

f = arg min
f

N∑
i=1

‖f(S0
i , Ii)− Si)‖2, (1)

where f returns a new shape based on the initial shape
S0
i for each image Ii. Here we set the initial shape to be

mean face shape of training image, and place it on each
face according to the predication of face detection. The
direct regression, however, can be very complex, due to
the high dimensional output and complex nonlinear rela-
tionship. Instead, we use the cascade regression approach
by dividing f into a series of simpler regression function
{f1, f2, · · · , fT }, which satisfies that:

f = fT ◦ fT−1 ◦ · · · ◦ f1, (2)

where the input of ft is the output of ft−1. By combining
f1 to fT , the cascade approach can approximate complex
nonlinear mapping between the initial shape and the true
shape.

While the basic framework of cascade regression is very
simple and basic, the critical problem is in how to design the
sub-regression function, which dramatically affects the per-
formance for face alignment. To keep ft to be a nonlinear



function, we add a feature transform procedure:

Sti = ft(S
t−1
i , Ii) = Wt · Φ(St−1i , Ii), (3)

where Φ(St−1i , Ii) is the feature transform to encode the ap-
pearance information of image Ii around shape St−1i , and
Wt is a linear transformation to map appearance feature
Φ(St−1i , Ii) to a new shape. The whole function ft is non-
linear once the feature transform is nonlinear. The linear
transform matrix Wt can be learned in the training phase:

Wt = arg min
Wt

N∑
i=1

‖Si −Wt · Φ(St−1i , Ii)‖2, (4)

where Wt has closed-form solution by solving a least-
square problem. It is worth noting that the regularization
term is important for the final face alignment performance.
We determine the number of iterations T on the training set,
where the cascade regression stop once the objective func-
tion defined in Eq. 1 does not increase any more. The final
face alignment hypothesis Ŝi is set to be STi .

Although arbitrary nonlinear feature descriptors such as
LBP, Gabor, SIFT and HOG can be adopted in Eq. 4, dif-
ferent descriptors have quite different performance on face
alignment task. In our experiments, we validate these fea-
tures and find that HOG performs the best in this task.
Moreover, we use HOG feature in a multi-scale manner. We
find that HOG feature at large scale is useful to handle large
shape variations in early stages, and HOG feature at small
scale is useful to refine the local shape.

The above procedure is so simple that it can be imple-
mented in a few lines of Matlab code. Surprisingly, it can
achieve the state-of-the-art performance on LFPW. For the
29 landmarks annotated in [1], it achieves a mean error
(×10−2, normalized by the inter-ocular distance) of 2.79.

4. Learn to Combine Multiple Hypotheses
Although the cascade regression based face alignment

achieves good performance, we find its output is very sen-
sitive to the shape initialization. This phenomenon is es-
pecially remarkable for challenging faces with large pose,
occlusion and expression, where the face detector is stil-
l not perfect. We argue that the current face detection task
measured by 50% overlap radio is not accurate enough for
face alignment task.

In order to reduce the influence of the initialization by
face detection, we propose to first generate multiple hy-
potheses by randomly shifting and re-scaling the bounding
box provided by face detector. The cascade regression mod-
el is applied to these different initializations respectively
and a series of shape hypotheses are obtained. The question
becomes how to fuse these hypotheses for the final output.
Here we propose two strategies.

4.1. Learn to Rank

Given an image Ii and rough face bounding box provid-
ed by face detector bi, we resize and shift bi to get a series of
bounding boxes Bi = {bi1, · · · , biM}. Here we can safely
assume that at least one bounding box localizes closer to the
groundtruth than the original bounding box. We use each
bij to generate the initial shape S0

ij , and then use the regres-
sion procedure described above to get a set of hypotheses
{Ŝi1, · · · , ŜiM}.

To select the best one from multiple hypotheses, we de-
fine a rank function g to rank each hypothesis, and want g
to ensure that the output of the best hypothesis is larger than
any other hypothesis:

Ŝi = arg max
i=1,··· ,M

{g(Ŝi1, Ii), · · · , g(ŜiM , Ii)}, (5)

where Ŝi is the final output. In our application g is defined
as a linear function that satisfies:

g(Ŝij , Ii) = wTg · Φ(Ŝij , Ii). (6)

Here we use the same notation Φ as the cascade regression
step, but note that they are not necessary the same feature.

4.2. Learn to Combine

Another observation is that even the best hypothesis does
not always generate satisfying result and there is comple-
mentary information in different hypotheses. For example,
one hypothesis corresponds to good landmark locations for
border of a face, while another hypothesis results in a good
alignment to landmarks exclude the border. This observa-
tion motivates us to learn a function to automatically select
the optimal combination of multiple hypotheses. We name
this procedure as learn to combine.

Similar to learn to rank, we define a function h to eval-
uate the combination. Given multiple hypotheses of a face,
we optimizes the following problem:

max
{δ1,··· ,δM}

h(
∑
j

δjŜij , Ii) (7)

s.t.

K∑
k=1

δjk = 1, δij ∈ {0, 1}, (8)

where δjk belongs to {0, 1}. δjk = 1 indicates that
the j-th landmark is selected from the k-the hypothesis.∑K
k=1 δjk = 1 is used to constrain that one landmark is

selected only once from multiple hypotheses. The final out-
put Ŝi is

∑
j δjŜij . Similar to g, the function f is assumed

to be a linear function:

h(Ŝij , Ii) = wTh · Φ(
∑
j

δjŜij , Ii), (9)



where wh is the parameter of h, which is learned in the
training phase.

Actually in our experiments, we find that the above con-
straint is not enough, since the latent non-parametric con-
straint shape in cascade regression is ignored in this formu-
lation, which can result in a lot of wrong hypotheses. To
this end, we further add a region constraint to Eq. 10:

δjk = δik if Ri = Rj , (10)

where Ri is the region index of the i-th landmark. With this
constraint the final face alignment is forced to have a locali-
ty property, where the landmarks in a local region is select-
ed from the same hypothesis. It is easy to see that “learn to
rank” is a special case of “learn to combine” by setting the
region constraint in learn to combine as the whole region.

4.3. Inference and Learning

The inference problem in both learn to rank and learn
to combine are very trivial. In learn to rank, we evaluate
each hypothesis independently, and select the one with the
largest output. In learn to combine, we find the best fit for
each region, and then combine different regions.

Now we discuss how to learn the parameters in ranking
function g and combining function h. Since learn to rank is
just a special case of learn to combine, here we just describe
how to learn the parameters wh in combining function h.
Once an estimation of wh is derived, it can be used in infer-
ence procedure and estimate the output of each face. The
optimal parameter wh should satisfies that:

wh = arg min
wh

1

2
‖wh‖22 + C

N∑
i=1

∆(Si, Ŝi), (11)

where the first term is used to regularize ‖wh‖, and the lat-
er term is used to measure the loss between the estimated
shape Ŝi by wh and groundtruth shape Si. Here the we de-
fine the loss function as ∆(Si, Ŝi) = ‖Si − Ŝi‖22.

The above problem is a standard structural SVM prob-
lem [21], and can be learned by standard SVM package,
such as [22].

5. Experiments
In this part, we first conduct experiments on publicly

available LFPW dataset to examine different settings of the
proposed method, and then report the final result on the 300-
w challenge.

The basic framework of the cascade regression is quite
simple, and actually it only has two parameters to tune:
the number of iteration and the regularization term in least
squares step. In our experiments, we find that satisfying
performance can generally be achieved when the iteration
number is 7 and the regularization term is set as the number
of training samples.

While the basic cascade regression framework is easy to
tune, the selection of feature is critical to the performance.
In our experiments, we compare four features: SIFT, LBP,
Gabor and HOG, and finally find that HOG performs the
best on LFPW, and use it for the all the experiments. Fus-
ing multiple features is perhaps able to further improve the
performance, but we leave it as the future work.

The training and testing of the cascade regressors are
very efficient. On LFPW, a 68 landmark model takes about
15 minutes for training, and 2 minutes for testing with non-
optimized Matlab code runs at a PC with Intel X5650 CPU.
For learn to rank and learn to combine, we use HOG fea-
tures extracted around landmarks of each hypothesis. Since
learn to rank is a specific form of learn to combine, we on-
ly use learn to combine for the final result. The features of
each hypothesis can be cached in SVM training, so that this
step is also very efficient in training.

Finally, we report the result of our submissions on the
300-W challenge. We strictly follow the protocol, and
only use the provided training annotations generated by
[11, 25, 15, 17, 18] to train our model. The face alignment
algorithm is initialized by face detector from [25]. We sub-
mitted four methods, “demo1”,“demo2”,“demo3” and “de-
mo4”. The “demo1” and “demo3” are trained on the pro-
vided 7 datasets, “demo2” and “demo4” are trained on the
provided 7 datasets and their mirrors. For “demo3” and “de-
mo4”, we use a three-view mixture model, where the a pose
estimator is used to determine which view to use in the test
phase. Since our four submissions generated similar per-
formance, we only report the result of “demo4”, which is
slightly better than other three submissions.

The 51 and 68 point cumulative curves for our sub-
mission “demo4” and the baseline are shown in Figure 2.
The baseline is a project-out inverse compositional AAM
method proposed in [16] with the edge-structure feature
used in [5]. Following the suggestions of the organizers,
the faces are divided into “Indoor”,“Outdoor” and “Indoor-
Outdoor”, and the cumulative curves are reported for the
three partitions independently. Based on the cumulative
curves provided by the organizers, we also calculate the
mean error of each method (which corresponds to the area
above the cumulative curve). For the 51 landmarks with-
out border, our method achieve a 0.045 mean error. Simi-
lar to the observations on LFPW, the mean error increases
when border landmarks included, which is 0.056. The per-
formance our method on all the three partitions have similar
mean error, which indicates that our method is robust to dif-
ferent settings. We observe that our method decreases seri-
ously on this dataset compared with the LFPW dataset, due
to the more “wild” setting of 300-W. We are going to have
a more in-depth analysis of the reason once the test data is
available.



(a) Cumulative Curve of Indoor Faces (b) Cumulative Curve of Outdoor Faces (c) Cumulative Curve of Indoor-Outdoor Faces

Figure 2. Quantitative results on 300W dataset.

6. Conclusion

We present the details of our method in attending the
300 Faces in-the-wild challenge. Our method is built on a
cascade regression framework with multi-scale HOG fea-
ture. We observe the performance of the cascade regression
method decreases when the initialization provided by face
detector is not accurate enough, and propose to handle this
problem by learn to rank and learn to combine. Both of
these two methods can be learned in the structural SVM
framework. The proposed method achieves state-of-the-art
performance on LFPW dataset, and dramatically outper-
forms the baseline AAM on the 300-W challenge. Current-
ly, we do not know why the performance of our method
decreases so seriously on the 300-W dataset compared with
LFPW, and plan to find the exact reason and further improve
it once the testset is available.
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