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Abstract

Medical image classification poses unique challenges

due to the long-tailed distribution of diseases, the co-

occurrence of diagnostic findings, and the multiple views

available for each study or patient. This paper intro-

duces our solution to the ICCV CVAMD 2023 Shared

Task on CXR-LT: Multi-Label Long-Tailed Classification

on Chest X-Rays. Our approach introduces CheXFusion, a

transformer-based fusion module incorporating multi-view

images. The fusion module, guided by self-attention and

cross-attention mechanisms, efficiently aggregates multi-

view features while considering label co-occurrence. Fur-

thermore, we explore data balancing and self-training

methods to optimize the model’s performance. Our so-

lution achieves state-of-the-art results with 0.372 mAP in

the MIMIC-CXR test set, securing 1st place in the com-

petition. Our success in the task underscores the sig-

nificance of considering multi-view settings, class imbal-

ance, and label co-occurrence in medical image classifi-

cation. Public code is available at https://github.

com/dongkyuk/CXR-LT-public-solution.

1. Introduction

The field of medical image classification has gained sig-

nificant attention due to the increasing recognition of the

potential of artificial intelligence in healthcare. However,

compared to most image classification benchmarks [14]

for standard deep learning methods, medical image clas-

sification faces several specific challenges that necessitate

novel approaches: 1) Long-tailed distributions, 2) Label co-

occurrence, and 3) Multiple views.

Medical image classification exhibits long-tailed distri-

butions, where a small subset of diseases or conditions is

commonly observed, while the majority of diseases are rel-

atively rare [38]. This imbalanced distribution poses a chal-

lenge for traditional deep learning methods, as they tend

Figure 1. Challenges in medical image classification. Addressing

long-tailed distributions, label co-occurrence, and multiple views

is crucial for accurate and comprehensive disease diagnosis.

to prioritize the most common classes at the expense of the

less frequent ones. Consequently, the accurate identification

and diagnosis of rare diseases become challenging, poten-

tially leading to missed or delayed diagnoses.

Medical diagnoses also often involve the presence of

multiple diseases, resulting in label co-occurrence. For in-

stance, a patient’s chest X-ray may concurrently exhibit

findings related to cardiomegaly, consolidation, and edema.

Multi-label classification faces several challenges due to la-

bel imbalance and the dominance of negative labels [33].

However, many existing deep learning approaches for med-

ical image classification do not explicitly consider the chal-

lenges of deep learning in multi-label settings, which can

limit their performance in real-world scenarios.

Finally, medical image classification encompasses mul-

http://arxiv.org/abs/2308.03968v1
https://github.com/dongkyuk/CXR-LT-public-solution
https://github.com/dongkyuk/CXR-LT-public-solution


tiple views, with different imaging modalities or image per-

spectives available for each patient or study. For example,

chest X-rays can be captured from various angles or with

different imaging protocols. Each view provides unique

information that can contribute to the accurate diagnosis

of diseases. For example, the lateral view shows 15% of

the lung that is unidentifiable from a single posterior ante-

rior view [21] and often helps clarify diagnosis [7]. How-

ever, effectively leveraging multiple views for classifica-

tion poses additional challenges, requiring appropriate fu-

sion techniques to integrate the information from diverse

sources.

The CXR-LT shared task successfully provides a

benchmark to address these challenges. It builds upon

the MIMIC-CXR-JPG dataset [11], expanding the target

classes from 14 to 26 by incorporating 12 new disease find-

ings obtained from radiology reports. This expansion en-

ables a more comprehensive representation of the diagnos-

tic landscape encountered in clinical practice. It also bench-

marks images with various numbers of different views, al-

lowing the exploration of multi-view models.

In this work, we propose CheXFusion, a transformer-

based fusion module that combines the benefits of self-

attention and cross-attention mechanisms to dynamically

aggregate multi-view data while accounting for the co-

occurrence of different disease findings.

In addition to the fusion module, we employ various

data-balancing techniques and self-training strategies to fur-

ther enhance the performance of our model. These tech-

niques enable better handling of class imbalance, improve

the generalization capabilities of the model, and enhance its

ability to learn from limited labeled data.

Our solution emerged as the top-performing method in

both the validation and test leaderboards of the CXR-LT

shared task. Through rigorous experiments, we also verify

the effectiveness of our proposed method in addressing the

challenges of multi-label, long-tailed medical image clas-

sification. By considering the multi-view nature of chest

X-rays, class imbalance, and label co-occurrence, our solu-

tion contributes to more accurate disease diagnosis, paving

the way for improved patient care and treatment outcomes.

Our contribution can be summarized as the following:

1. We propose CheXFusion, a transformer-based fu-

sion module that effectively integrates features ex-

tracted from multi-view medical images, leveraging

self-attention and cross-attention mechanisms.

2. We conduct extensive experiments to verify the ad-

vantages of incorporating various data balancing tech-

niques and self-training strategies.

3. Our solution achieves top performance in both the val-

idation and test leaderboards of the CXR-LT shared

task, demonstrating its effectiveness.

2. Related Work

2.1. Multi­label Classification

A simple approach to multi-label classification is to train

multiple binary classifiers, where each classifier predicts the

presence or absence of a specific label independently [27].

However, such a naive approach fails to consider label co-

occurrence and class imbalance, resulting in suboptimal

performance.

Early approaches to addressing these problems in-

clude transforming the multi-label problem into a multi-

class with Label Powerset [28], building a chain of bi-

nary classifiers [22] or Multi-Label k-Nearest Neighbors

(MLkNN) [36].

Recently, many deep learning-based approaches have

been proposed with much success. The proposed meth-

ods can be categorized into three categories: improving

loss functions to consider class imbalance [33, 1], model-

ing label correlations [3, 35] and locating regions of inter-

est [31, 16, 23]. This paper uses a mixture of these methods

with the proposed transformer-fusion model.

2.2. Multi­modal Learning

Multi-modal or (multi-view) learning aims to leverage

multiple perspectives or sources of information to improve

the performance of machine learning models. In medical

image classification, multi-view learning becomes essential

when different imaging modalities, imaging protocols, or

image perspectives are available for each patient or study.

Various methods have been proposed for multi-view

learning for chest radiograph classification. Rubin et

al. [24] proposed DualNet, where posterior anterior and lat-

eral views are processed by two separate DenseNet-based

CNNs and concatenated before being passed to the classi-

fication head. Zhu et al. [39] proposed MVC-Net, where a

third BPT branch was utilized for fusing intermediate repre-

sentations, and a consistency loss was applied between the

frontal and lateral branches. These methods all utilize sep-

arate, fixed branches for each modality and thus face four

significant problems: it linearly scales to the number of

modalities used, assumes all modalities to be present, re-

quire knowledge of the modality, and is not applicable for

multiple images of the same view. Kohankhaki et al. [13]

partially addressed these issues with a transformer encoder

approach utilizing two alternating cross-attention steps, at-

tending to lateral features based on frontal features and vice

versa.

However, the alternating cross-attention approach still

requires knowledge of the modality and cannot address

cases where multiple images exist for the same view. In

addition, it was only tested for the binary classification of

pneumonia, which is different from our task. To over-

come these limitations, we propose CheXFusion. This



Figure 2. The overall pipeline of our proposed solution CheXFusion. C is the number of classes, D is the token dimension, and N is the

maximum number of images that can be used per patient.

transformer-based fusion model does not require modality

information, is invariant to the number of samples, and is

easily compatible with existing solutions to multi-label clas-

sification.

2.3. Transformer­Based Models

Transformers [29] have revolutionized natural language

processing tasks by effectively capturing long-range depen-

dencies and modeling sequences. They have also shown

promise in computer vision tasks, including image classifi-

cation and object detection.

Vision Transformers (ViTs) [6], have been successful in

image classification by representing images as sequences

of patches and applying transformer encoders to capture

their relationships. Carion et al. proposed DETR [2], a

transformer-based end-to-end object detection framework.

Transformers have also been applied to multi-label classifi-

cation tasks, where they excel at modeling label dependen-

cies and attending to separate regions of interest through at-

tention mechanisms. Liu et al. proposed Query2Label [16],

where a transformer decoder architecture was used with la-

bel embeddings as queries to probe a vision backbone gen-

erated feature map. Ridnik et al. designed Ml-decoder [23],

a variant of query2label redesigned for scalability while

maintaining similar performance.

Our proposed transformer-based fusion module builds

upon these advancements and extends them to handle the

challenges of multi-label, long-tailed medical image clas-

sification with multiple views. We utilize a transformer

encoder to aggregate multi-view features and utilize Ml-

decoder [23] as the final cross-attention multi-label classifi-

cation head.

3. Method

3.1. Overview

The overall pipeline is depicted in Figure 2. Our pro-

posed method consists of two stages: we first train a single-

view convolutional neural network backbone, and in the

second stage, we freeze the pre-trained backbone and train

a transformer-based fusion module named ChexFusion that

encodes multi-view features with minimal complexity and

high flexibility.

3.2. Backbone pre­training

The first stage of our method involves pre-training a

single-view convolutional neural network (CNN) backbone.

This backbone serves as the feature extractor for each view

in the subsequent fusion stage. The backbone is trained on

all views, allowing it to serve as a general feature extractor



that can handle diverse views.

A commonly used approach for classification heads in

computer vision is to use a variant of global average pool-

ing (GAP) followed by a fully connected layer [15]. How-

ever, such GAP-based classification heads are not fit for the

multi-label classification task, where we need to attend to

different characteristics in order to identify different classes

and objects.

Thus, we employ Ml-Decoder [23], a transformer-based

classification head with the removal of redundant self-

attention blocks and a group-decoding scheme for class

number scalability. In contrast to the original implementa-

tion, we did not find grouped queries necessary as the num-

ber of classes in our task (26 classes) was much smaller than

the number of classes explored in the original paper (1000+

classes). Our experiments show that the change of classi-

fication heads alone provides a substantial performance in-

crease.

Though not further explored in this paper, the use of

Ml-Decoder may also allow zero-shot learning by utilizing

word embeddings as class queries and applying query aug-

mentations during training.

3.3. Transformer Fusion Model

The second stage of our method involves training a

transformer-based fusion module named CheXFusion. This

module takes as input the features extracted by the pre-

trained backbone from multiple views and effectively in-

tegrates them to perform multi-label classification.

The architecture of CheXFusion is inspired by the

transformer-based models used in computer vision [2]. It

consists of a transformer encoder that encodes the features

of each view, followed by a Ml-decoder [23] that performs

multi-label classification based on the fused features.

Starting from the initial images x ∈ RN0×H0×W0×D0 ,

where N0 is the number of available images for a patient,

the pre-trained CNN backbone followed by an additional

convolutional layer generates a lower-resolution activation

map f ∈ RN0×H×W×D . The CNN backbone is kept frozen

to enable faster training and to allow the fusion module to

focus on learning how to integrate the multiple features. By

default, we set D = 768 and H,W = 16, 16.

Since N0 is different for each patient across a batch, we

concatenate a learnable padding token to obtain a feature

map f ∈ RN×H×W×D, where N is the maximum number

of images that can be used per patient. In rare cases when

N0 > N , we sampled N images and did not use the rest.

By default, we set N = 4.

Following DETR [2], we add a 2d sinusoidal posi-

tional encoding to each feature map to take account of the

permutation-invariance of transformer architectures. Simi-

lar to BERT [5], we add a different learnable segment em-

bedding to each feature map to indicate which image it be-

longs to. Since the order of the feature maps is irrelevant to

the task, we shuffle them along the first index. Finally, as

the transformer encoder expects a sequence as input, we re-

shape the features into a sequence of tokens s ∈ RNHW×D .

We use the standard transformer encoder architecture,

with multiple layers comprising a multi-head self-attention

mechanism and a feed-forward neural network. In our case,

the feature aggregation performed by the transformer en-

coder is equivalent to encoding multiple sentences in natu-

ral language processing, where each sentence corresponds

to a single chest X-ray image.

The decoding phase is identical to stage 1, where we em-

ploy a Ml-Decoder [23] classification head. Overall, CheX-

Fusion is similar to a text-to-text encoder-decoder trans-

former, where we encode multiple images by considering

each image feature map as a sentence of features and de-

code it based on multiple class queries [29, 20].

CheXFusion can be used as a simple plug-and-play

method for any multi-label classification tasks utilizing

multiple views. The design makes it scalable and flexible,

with state-of-the-art results.

3.4. Loss Function

Multi-label long-tailed classification suffers from two

types of imbalance, namely inter-class imbalance and intra-

class imbalance.

Inter-class imbalance occurs from the long-tailed distri-

bution of the dataset. Using a vanilla binary cross-entropy

loss function leads to uneven gradient updates for different

classes, resulting in an imbalanced training that degrades

performance [37]. To address this, we use a weighted bi-

nary cross-entropy loss:

Lwbce = −

C∑

i=1

wi (yi log(pi) + (1 − yi) log(1 − pi)) (1)

where C is the total number of classes, and yi, pi, and wi

are ground truth labels, predicted probability, and weight

for class i. wi = yie
1−ρ + (1 − yi)e

ρ where ρ is the ratio

of positive samples for class i.

Intra-class imbalance occurs from the dominance of

negative labels in multi-label classification. Binary cross

entropy (BCE) loss is symmetric, with uniform weights

to positive and negative classes. This leads to an over-

suppression of the positive classes, as the model is penal-

ized heavily for false positives. To address this, we utilize

asymmetric loss [1], a variant of focal loss.

Lasl = −

C∑

i=1

(1− pi)
γ+yi log(pi)+

p
γ
−

mi(1− yi) log(1− pmi)

(2)

where pmi = max(pi −m, 0). By default, we set γ+ = 1,

γ− = 4, m = 0.05 in our experiments.



By combining the weighted binary cross-entropy loss

with asymmetric loss, we can effectively handle both inter-

class and intra-class imbalances in the multi-label long-

tailed classification task.

L = −

C∑

i=1

wi((1− pi)
γ+yi log(pi)+

p
γ
−

mi(1− yi) log(1− pmi))

(3)

3.5. Self­Training

Various transfer learning methods have been explored in

long-tailed learning to improve performance by introduc-

ing additional information and positive samples into model

training [37]. In this paper, we utilize Noisy Student [34].

A teacher model uses labeled samples to train a super-

vised model, which is then applied to generate pseudo la-

bels for unlabeled data. Following that, both the labeled

and pseudo-labeled samples are used to re-train a noised

student model. In our experiments, stochastic depth [9] and

heavy augmentation schemes inspired by RandAugment [4]

were applied to noise the student model. Soft pseudo labels

were used to mitigate label imbalance and reduce the risk of

propagating incorrect labels during training.

Most of the external data did not have multi-view im-

ages for each study. Hence self-training was only applied

to stage 1 pretraining of the convolutional neural networks.

By default, we iterate the process 3 times.

4. Experiment

4.1. Data

MIMIC-CXR dataset [11] is a large benchmark dataset

for automated thorax disease classification. In the CXR-

LT Shared Task, each CXR study in the dataset was la-

beled with 12 new rare disease findings following Holste

et al. [8]. The dataset contains 377110 chest X-rays, each

labeled with at least one of 26 clinical findings (including

a ”No Finding” class). We use the split provided by the

competition, with 264849 training images, 36769 validation

images, and 75492 test images.

CheXpert dataset [10] is a large-scale Chest X-Ray

dataset with 223414 high-quality X-ray images in the train

set. We use the CheXbert [26] train labels with 14 class

labels and 4 values: positive, negative, uncertain, and un-

mentioned. We only utilize the positive and negative labels

for the overlapping classes with MIMIC-CXR. For uncer-

tain, unmentioned labels or the 12 non-existing classes, we

perform soft pseudo-labeling following Noisy Student [34].

NIH ChestX-ray14 dataset [30] has 112,120 expert-

annotated frontal-view X-rays from 30805 unique patients

with 14 disease labels. We only utilize train labels for

the overlapping classes with MIMIC-CXR. We utilize soft

pseudo-labeling for the non-existing classes.

VinDr-CXR dataset [19] consists of more than 15,000

chest X-ray scans that were retrospectively collected from

two major hospitals in Vietnam. We use a modified version

of the dataset from the VinBigData Chest X-ray Abnormal-

ities Detection Competition. The training set has 67914

images with 15 labels (including a ”No Finding” class).

Similarly, we only utilize the train labels for the overlap-

ping classes with MIMIC-CXR. For non-existing classes,

we perform soft pseudo-labeling. In contrast to MIMIC-

CXR, the dataset has a Nodule/Mass class that treats the

two symptoms as one class. When the Nodule/Mass class

is assigned as positive, we compare the prediction results

of the teacher model for the two classes and assign a hard

positive label to the class with higher prediction probability

and a soft label to the other. We assign negative labels to

both classes when the class is assigned as negative.

4.2. Implementation Details

We leverage the ImageNet [14, 32] pre-trained Con-

vNeXt [17] as our backbone. For ablation study purposes,

we use ConvNeXt-T with images resized to 384 x 384. For

multi-view model experiments and the final submission, we

scale the model with ConvNeXt-S and use images resized

to 1024 x 1024.

We use AdamW [18], a learning rate of 3e-5, a cosine

learning rate schedule, no warmup, a batch size of 16, and a

weight decay of 1e-2 for both stages. Test-time augmenta-

tion was used by averaging the predictions estimated from

the original image and its horizontally flipped image.

Training the final ConvNeXt-S model for submission

takes 7 epochs, 50 hours for stage 1 and 6 epochs, 20 hours

for stage 2, all on a single NVIDIA A6000 GPU. PyTorch

was used for all implementations with public code avail-

able at: https://github.com/dongkyuk/CXR-

LT-public-solution.

4.3. Evaluation Metrics

We evaluate our method using metrics commonly used

in multi-label classification tasks: Mean Average Precision

(mAP) and Area Under the Receiver Operating Character-

istic Curve (AUC-ROC).

mAP is a popular evaluation metric that calculates the

average precision for each class and then takes the mean

over all classes. It measures the accuracy and ranking qual-

ity of the predicted probabilities for each class. On the

other hand, AUC-ROC measures the trade-off between the

true positive rate (sensitivity) and the false positive rate (1-

specificity) across different classification thresholds.

In the CXR-LT shared task, the official evaluation metric

is mAP, calculated separately for the validation and test sets.

mAP is favored over AUC-ROC due to the strong imbalance

in the dataset, which may lead to heavy inflation for AUC-

ROC.

https://github.com/dongkyuk/CXR-LT-public-solution
https://github.com/dongkyuk/CXR-LT-public-solution


Backbone Method
mAP AUC

total head medium tail total

ConvNeXt-S-1024

Single-view 0.340 0.616 0.270 0.152 0.833

Multi-view Weighted Average (4:6) 0.355 0.626 0.284 0.170 0.841

Multi-view Weighted Average (5:5) 0.357 0.627 0.288 0.172 0.842

Multi-view Weighted Average (6:4) 0.359 0.628 0.296 0.167 0.844

Multi-view Weighted Average (7:3) 0.362 0.629 0.306 0.167 0.847

Multi-view Concat 0.357 0.622 0.293 0.173 0.839

ChexFusion (Ours) 0.372 0.630 0.312 0.188 0.847

Table 1. Performance comparison of ChexFusion and the baseline methods on the CXR-LT validation set.

We split the 26 classes into three groups according to

the number of training samples per class: 8 head classes,

10 medium classes and 8 tail classes. In the training set,

the head classes have an average of 63918 samples per

class, medium classes have an average of 10910 samples

per class, and tail classes have an average of 1877 samples.

For thorough evaluation, we report mAP results for each of

the groups.

4.4. Baselines

We compare our method CheXFusion against several

baselines to demonstrate its effectiveness.

• Single-view: We use the single-view model we trained

during stage 1.

• Multi-view Weighted Average: A simple yet pow-

erful method for utilizing multiple views is to take a

weighted average of the single-view model probabil-

ity prediction results. We assign weight wf for frontal

views such as Posterior Anterior (PA) and Anterior

Posterior (AP) radiographs, and weight wl for Lateral

and Left Lateral (LL) views, with wf + wl = 1. We

report results with different values for the weights.

• Multi-view Concat: A common baseline in multi-

view models is to concatenate 1d features obtained

from different views before being passed to a classifi-

cation head. In this case, we train a single-view model

with a GAP classification head, freeze the backbone,

and then concatenate the features extracted from each

view to train the final fully connected layer.

We use identical ConvNeXt-S backbone for all baselines

with 1024 x 1024 input images. Test-time augmentation is

used by default.

4.5. Results

Table 1 shows the performance comparison on the CXR-

LT validation set. A simple weighted average of the single-

view models achieves a significant performance increase

compared to a single-view model. This proves the effective-

ness of utilizing multiple views for improved classification.

Another interesting observation is that higher values for the

frontal view weight wf lead to better performance. This is

likely due to the fact that frontal images provide a larger

and clearer view of the chest, making it easier to detect and

classify abnormalities. This shows that careful aggregation

of multi-view features is crucial for optimal performance.

The concatenation model achieves similar mAP perfor-

mance to the weighted average model but has a significantly

lower AUC-ROC score. This suggests that the model may

be more conservative in its predictions, leading to a higher

specificity (lower false positive rate) but potentially sacrific-

ing some sensitivity (lower true positive rate). In addition,

the model shows lower scores for the head group with im-

proved scores for the medium and tail groups. These phe-

nomena may be because the backbone was kept frozen dur-

ing the training, and thus the decision boundaries specified

by the jointly learned classifier were re-adjusted. The re-

sults are consistent with prior works from Kang et al.; on

decoupling classifiers in long-tailed classification [12].

Our method, CheXFusion, outperforms all the baselines

for both mAP and AUC-ROC. The total mAP achieved by

CheXFusion on the validation set is 0.372, significantly

higher than the best baseline result of 0.362. In addi-

tion, CheXFusion achieves higher mAP values for all three

groups: head, medium, and tail. This indicates that our

method effectively handles the imbalance between classes,

including the rare and long-tailed classes. CheXFusion also

scored 0.372 mAP with 0.850 AUC-ROC on the test set,

winning first place in the CXR-LT competition.

Overall, the results demonstrate that our proposed

method, CheXFusion, effectively addresses the challenges

of multi-view classification in chest X-ray analysis. It out-

performs several baselines and achieves state-of-the-art per-

formance on the CXR-LT dataset, indicating its potential for

application in clinical settings.

4.6. Ablation Study

Table 2 presents the results of ablation studies on the var-

ious components of our proposed method. A ConvNeXt-T



wBCE ASL [1] Ml-decoder [23] Hard pseudo Soft pseudo
mAP AUC

total head medium tail total

0.311 0.601 0.231 0.122 0.816

X 0.311 0.597 0.229 0.127 0.814

X 0.313 0.603 0.231 0.126 0.815

X X 0.314 0.604 0.232 0.128 0.817

X X X 0.322 0.609 0.234 0.146 0.821

X X X X 0.330 0.614 0.255 0.141 0.828

X X X X 0.336 0.612 0.270 0.143 0.832

Table 2. Ablation studies on the various components of our proposed method.

backbone with input images resized to 384 x 384 were used

for experiment purposes.

First, we investigate the impact of different loss func-

tions on the performance of the backbone model. We com-

pare the use of binary cross-entropy (BCE) loss, weighted

binary cross-entropy (wBCE) loss, asymmetric (ASL [1])

loss, and a combination of ASL and Weighted BCE. Using

wBCE loss alone improves performance for the tail group

due to the increased gradient update for tail group instances.

However, it also reduces the gradient update of head and

medium group instances, resulting in underfitting. Using

ASL loss mitigates intra-class imbalances in all classes, in-

creasing performance across all groups. We can see that

using both ASL and weighted BCE leads to the best per-

formance, achieving a total mAP of 0.314 with the high-

est mAP values for all three groups. This indicates that the

combination of these loss functions effectively handles both

inter-class and intra-class imbalances in the long-tailed clas-

sification task, alleviating the head and medium group per-

formance decrease in wBCE while keeping the tail group

mAP improvement.

Next, we examine the effect of incorporating a

transformer-based classification head, specifically Ml-

decoder, in the backbone model. The results show that

adding Ml-decoder improves the performance, with a to-

tal mAP of 0.322 compared to 0.314 without Ml-decoder.

This suggests that the transformer-based classification head

enhances the model’s ability to capture local discriminative

features adaptively for different classes.

Furthermore, we investigate the impact of self-training,

specifically the Noisy Student method, on the performance

of the backbone model. We explore the impact of us-

ing hard and soft pseudo-labeling for non-existing classes.

Hard pseudo-labeling with a threshold of 0.5 improves over-

all performance but shows worse tail group mAP, possi-

bly due to the increased label imbalance. Soft pseudo-

labeling, on the other hand, leads to significantly better per-

formance, with an mAP score of 0.336. This suggests that

soft pseudo-labeling is more effective for long-tailed distri-

butions. Overall, incorporating unlabeled data and pseudo-

labeling can provide additional information and positive

Segment embedding Shuffling
mAP

total

0.366

X 0.368

X X 0.372

Table 3. Impact of segment embedding and shuffling on the per-

formance of CheXFusion.

samples for training, leading to better generalization and

performance.

The ablation study results confirm the effectiveness of

each component in our proposed method. Combining

weighted BCE loss, ASL, Ml-decoder, and self-training re-

sults in the highest performance, demonstrating each com-

ponent’s importance in addressing the challenges of multi-

label long-tailed classification.

4.7. Effect of segment embedding and shuffling

In this section, we analyze the effect of segment em-

bedding and shuffling on the performance of our proposed

method, CheXFusion.

Segment embedding is a learnable embedding added to

each feature map to indicate which image it belongs to. This

is similar to the segment embeddings used in natural lan-

guage processing tasks, where different segments of a text

sequence are encoded with different embeddings. In our

case, each image is considered a segment, and adding seg-

ment embeddings helps the model distinguish between dif-

ferent images during the fusion process.

We experiment with two configurations: without seg-

ment embedding and with segment embedding. The results,

shown in Table 3, demonstrate that incorporating segment

embeddings leads to a performance increase. The total mAP

improves from 0.366 without segment embeddings to 0.368

with segment embeddings. This indicates that segment em-

beddings provide appropriate context to the model.

Shuffling is another technique we employ to improve the

performance of CheXFusion. By shuffling the feature maps

along the first index, we ensure that the order of the feature



maps is irrelevant to the task.

Comparing the results of shuffling versus not shuffling,

we observe that shuffling leads to the highest performance.

The total mAP increases from 0.368 without shuffling to

0.372 with shuffling. This indicates that shuffling is cru-

cial in preventing the model from overfitting to the training

image order distribution.

Overall, incorporating segment embedding and shuf-

fling significantly improves the performance of CheXFu-

sion. These techniques enhance the model’s ability to cap-

ture and integrate features from multiple views and remove

possible order bias during training.

4.8. Future Work

Our proposed method, CheXFusion, demonstrates

strong performance in the multi-view classification of chest

X-ray images. However, there are potential areas for future

improvement:

Joint training: Our current approach freezes the pre-

trained backbone during the training of the fusion module.

While this allows faster training and focuses the learning

on the fusion module, there is still room for exploration in

terms of joint training. By jointly training the backbone and

fusion module, we can potentially achieve better integration

of multi-view features and optimize the overall performance

of the model.

View-specific backbone: Our current approach uses a

single backbone for all views. While this reduces model

complexity, it may not fully capture the unique character-

istics and features present in each view. Future work can

explore view-specific backbones with a Mixture of experts

(MoE) [25], allowing the model to learn and leverage view-

specific information more effectively with minimal model

complexity. This could lead to improved performance and

better utilization of multi-view features.

Interpretability and explainability: Our current

method, like many deep learning models, lacks explicit in-

terpretability. Chest X-ray analysis is a critical domain

where interpretability is highly valuable for clinicians to

understand and trust the model’s predictions. Future work

can focus on integrating interpretability techniques into

our method to provide insights into the model’s decision-

making process. The attention mechanisms in our work al-

low using visualization methods and saliency maps to gen-

erate intuitive visual explanations. It also allows easy inte-

gration with language models, where we can explicitly out-

put the model’s reasoning.

4.9. Conclusion

In this paper, we proposed CheXFusion, a module

for multi-view classification of chest X-ray images. Our

method consists of two stages: backbone pre-training and

transformer fusion model. In the backbone pr-etraining

stage, we trained a single-view convolutional neural net-

work backbone with Ml-Decoder, a transformer-based

classification head. In the fusion stage, we trained a

transformer-based fusion module that effectively integrates

the features extracted from multiple views. Furthermore,

we explore the effectiveness of data balancing techniques

and self-training strategies in multi-label long-tailed classi-

fication through extensive experiments. CheXFusion shows

top-1-ranking performance in the CXR-LT competition.
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