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Abstract

Visual Grounding (VG) aims at localizing target ob-
jects from an image based on given expressions and has
made significant progress with the development of detec-
tion and vision transformer. However, existing VG meth-
ods tend to generate false-alarm objects when presented
with inaccurate or irrelevant descriptions, which commonly
occur in practical applications. Moreover, existing meth-
ods fail to capture fine-grained features, accurate localiza-
tion, and sufficient context comprehension from the whole
image and textual descriptions. To address both issues,
we propose an lIterative Robust Visual Grounding (IR-
VG) framework with Masked Reference based Centerpoint
Supervision (MRCS). The framework introduces iterative
multi-level vision-language fusion (IMVF) for better align-
ment. We use MRCS to ahieve more accurate localiza-
tion with point-wised feature supervision. Then, to improve
the robustness of VG, we also present a multi-stage false-
alarm sensitive decoder (MFSD) to prevent the generation
of false-alarm objects when presented with inaccurate ex-
pressions. Extensive experiments demonstrate that IR-VG
achieves new state-of-the-art (SOTA) results, with improve-
ments of 25% and 10% compared to existing SOTA ap-
proaches on the two newly proposed robust VG datasets.
Moreover, the proposed framework is also verified effective
on five regular VG datasets. Codes and models will be pub-
liclyat https://github.com/cv516Buaa/IR-VG.

1. Introduction

Visual Grounding (VG) is a crucial computer vision task
gaining significant attention due to its potential for enabling
practical applications such as robot navigation [ 1] and vi-
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Figure 1. Weaknesses illustration of the existing VG approaches.
Green and blue boxes represent groundtruths and prediction.
Green boxes and blue boxes represent the ground truths and pre-
dictions, respectively. (a) Failure cases occur when an irrelevant
or inaccurate description is provided. (b) Fine-grained features are
not captured or misunderstood. (c) Predictions are not correlated
with the given descriptions.

sual dialog [44, 18]. VG aims to locate a target object within
an image based on the given language reference expres-
sions by incorporating information from both textual and
visual modalities. However, existing VG methods suffer
from false-alarm issues, where they assume that the referred
object always exists in the image, leading to inaccurate or
wrong targets being detected when irrelevant or inaccurate
textual expressions are provided, shown in Fig. 1 (a).

Previous works [21, 20, 36] have made significant
progress in VG through various techniques. However, the
task of cross-modal learning involved in the VG task re-
mains challenging, and current approaches can be broadly
divided into two main categories: two-stage methods [15,
30, 4, 46] and one-stage methods [55, 28, 52, 34, 41, 53].
Despite the significant achievements, the VG approaches
suffer from some limitations, such as failing to capture the
detailed feature representation accurately, resulting in a lack
of discrimination between fine-grained objects with refer-
ence expressions shown in Fig. 1 (b), and detecting irrel-
evant or incorrect targets without understanding the whole
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context shown in Fig. 1 (c).

To address the above issues, this paper proposes a novel
iterative robust visual grounding (IR-VG) approach with
masked reference based centerpoint supervision. The ap-
proach first constructs two new robust VG datasets and pro-
poses a multi-stage false-alarm sensitive decoder (MFSD)
module to handle the case when there is no target ob-
ject from the textual expression, avoiding generating false
alarms. Secondly, a new masked reference based center-
point supervision (MRCS) module is proposed to capture
the fine-grained feature and enhance the localization capac-
ity from the given reference expressions. Finally, an iter-
ative multi-level vision-language fusion (IMVF) module is
leveraged to fuse multi-level visual and textual information
that are crucial for vision-language understanding.

The contributions of this paper are summarized as fol-
lows: firstly, the proposed approach handles the false-alarm
issue in VG task for the first time by constructing two new
robust VG benchmarks and introducing a multi-stage false-
alarm sensitive decoder (MFSD) module. Secondly, a new
masked reference based centerpoint supervision (MRCS)
module is proposed to achieve much more accurate fine-
grained feature and better localization capacity from fully
visual-textual comprehension. Lastly, the iterative multi-
level vision-language fusion IMVF) module is introduced
to comprehensively fuse multi-level visual and textual infor-
mation for better vision-language understanding and align-
ment. Extensive experiments on five regular VG bench-
marks and two newly constructed robust VG benchmarks
demonstrate the effectiveness of the proposed approach,
achieving above 10% improvement on robust datasets.

2. Related Work

Visual Grounding. The Visual Grounding task is an im-
portant problem in computer vision that aims to localize
an object within an image based on a given language ref-
erence expression. The existing approaches typically ex-
tend the object detection framework, such as YOLOV3 [38],
Faster-RCNN [39], RetinaNet [29], CenterNet [10], and
DETR [3], by incorporating a visual-linguistic fusion mod-
ule. These approaches can be categorized into two main cat-
egories: two-stage methods [15, 30, 4,46, 57] and one-stage
methods [55, 28, 52, 34, 41, 53]. Two-stage approaches, in-
cluding CMN [15], NMTree [30] and RefNMS [4], Two-
branch Network [46] and MAttNet [57], utilize an object
detector to generate region proposals and then use tex-
tual descriptions to select the highest scoring proposal in
the second stage. However, this approach can be com-
putationally expensive due to the large number of propos-
als, and the matching process for each proposal may slow
down the inference speed. On the other hand, one-stage
approaches [55, 28, 52, 34, 41, 53, 16] directly incorpo-
rate the linguistic context into visual features to predict

the object’s location, without generating region proposals.
Although one-stage approaches are simple and efficient,
they typically rely on pointwise feature representations,
which may not be flexible enough to achieve a global con-
text understanding from the vision-language information.
Recently, transformer-based Visual Grounding approaches
have gained popularity due to their attention capacity and
efficiency. For instance, TransVG [7] captures intra- and
inter-modal contexts using transformers in a uniform man-
ner, while VLTVG [51] builds discriminative feature maps
and detects the target object through a multi-stage decoder.

Robustness in Visual Grounding. Recent studies have ex-
plored CNN robustness in various benchmarks [12] [35],
and some works have evaluated and improved CNN robust-
ness for practical applications [43] [42] [1] [48]. RefSeg-
former [48] incorporates negative sentence inputs to handle
false-alarm issues in referring segmentation tasks. How-
ever, to the best of our knowledge, no existing benchmarks
or approaches have explored the robustness of the Visual
Grounding task. In practice, existing approaches often fail
to generate accurate targets when an irrelevant or inaccurate
language expression is given. Therefore, this paper takes a
further step by proposing a new iterative robust VG frame-
work and building two robust VG datasets to address this
research problem. It is important to note that, within the
context of this paper, the term “robust” refers to the abil-
ity of the proposed method to produce accurate results and
avoid false-alarm predictions even when provided with ir-
relevant and incorrect expressions.

Multi-modal Transformer. Vision transfomer [3, 9, 24,61,

,20,62,25,27, 6,50, 32] has a a wide range of applica-
tion, including detecction, representation learning, and seg-
mentation. Recent works [19, 64, 63, 49, 47] unify different
modal inputs and outputs, mainly representation learning,
open vocalbulary, and large language models. For visual
grounding, recent works [48, 56, 23, 7] also adopt multu-
modal transformer framework, our method belong to this
scope. In partilcaur, we pay more attention on the robust-
ness and fine-grained supervision design.

3. Method

In this section, we present the architecture of the pro-
posed robust VG pipeline and its components. Fig. 2 il-
lustrates the pipeline. In this section, we present the ar-
chitecture of the proposed robust VG pipeline and its com-
ponents. Fig. 2 illustrates the pipeline, where the image
and corresponding language description are processed sepa-
rately to obtain different feature embeddings in two distinct
branches.
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Figure 2. An overview of our proposed IR-VG framework, which comprises Masked Reference based Centerpoint Supervision, Iterative
Multi-Level Vision-Language Fusion, and Multi-Stage False-Alarm Sensitive Decoder.

3.1. Masked Reference based Centerpoint Supervi-
sion

Motivation. Existing VG approaches suffer from inad-

equate visual-linguistic feature representation, insufficient
fine-grained feature representation, and poor localization
capacity, leading to the detection of irrelevant or inaccurate
objects. To address these issues, we propose the masked ref-
erence based centerpoint supervision (MRCS) approach, as
illustrated in Fig. 2. MRCS comprises three parts: masked
reference augmentation, visual-linguistic alignment, and
centerpoint supervision. This approach aims to enhance
context understanding from the whole image and improve
the accuracy of object detection in VG tasks.
Masked reference augmentation. As illustrated in the
down-left part of Fig. 2, we propose a text augmentation
approach to generate diversified textual information given
an input language expression. We employ the NLTK [2]
tokenization strategy to extract lexical properties for each
word, followed by masking one word in the text accord-
ing to the well-designed rules (shown in the supplementary
materials). This masking process is repeated at most three
times, achieving one full text and three masked texts in to-
tal. BERT [&] is then utilized to generate different textual
embeddings for these sentences.

It is important to note that we prioritize the masking
of lexical words differently based on their semantic sig-
nificance. Prepositions, conjunctions, and qualifiers are
masked first, as they generally have minimal impact on the
sentence’s meaning. If these types of words are absent, the
module masks auxiliaries, pronouns, and numbers, which
can partially affect the sentence’s semantics. Finally, the
module masks adjectives and verbs, which are critical for
the sentence’s meaning. If there is only one non-noun word

or only nouns remaining in the sentence, no further mask-
ing is performed. More specific rules will be shown in the
supplementary materials.

Visual-linguistic alignment. The proposed model, illus-
trated in Fig. 3, incorporates a visual-linguistic alignment
module with two consecutive MHA layers. The visual fea-
ture map F), is input as the Query, and the textual embed-
dings are input as Key and Value to the first MHA. This pro-
cess produces an enhanced feature map that gathers relevant
semantic information from the corresponding linguistic rep-
resentation. Subsequently, the enhanced feature map under-
goes another MHA operation that performs self-attention
on the visual features to encode the involved visual con-
texts. The features from the two MHAs are element-wisely
summed in a residual manner for the centerpoint supervi-
sion component. The goal of these two MHA operations is
to encode the related descriptions into the visual feature and
enhance the visual context information from the whole im-
age. The features from the two MHAs are element-wisely
summed in a residual manner for the centerpoint supervi-
sion component. As shown in Fig. 3, the textual embed-
dings from the language branch and the visual feature map
from the image branch will be input to the visual-linguistic
alignment module based on two consecutive multi-head at-
tention (MHA) layers. Specifically, we input the visual fea-
ture map F,, as the Query, and textual embeddings as Key
and Value into the first MHA layer, where enhanced feature
map will be achieved by collecting the relevant semantic in-
formation from the corresponding linguistic representation.
The enhanced feature will then again be processed through
another MHA operator that performs self-attention for the
visual features to encode the involved visual contexts. The
two consecutive MHA operations try to encode the related
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descriptions into the visual feature and enhance the visual
context information from the whole image. The features
from the two MHAs will be element-wisely summed to-
gether in a residual manner, which will be employed in the
keypoint supervision part.

Centerpoint supervision. To obtain the final centerpoint
heatmaps, the summed feature map obtained from each
language expression is processed through two consecutive
convolutional layers. Multiple centerpoint heatmaps (one
from the full text and three from the masked text) are then
fused by performing a maxpooling process, with the center-
point coordinates determined by performing a argmax op-
eration on the resulting heatmap. The cross entropy loss
is then utilized as the supervision loss between the center-
point heatmap and the corresponding ground truth, given by
Lyey = CELoss(y, 9;), where CELoss(-, -) is the cross en-
tropy loss, g; is the predicted centerpoints, and y is the cen-
terpoint ground truth that is obtained from the center point
of each ground truth box.

3.2. Iterative Multi-level Vision-language Fusion

Motivation. Through empirical analysis, we have observed
that the visual-textual misunderstanding issue arises due to
inadequate and poor textual embeddings in the multi-head
vision-language fusion module, which incorporates differ-
ent visual features from various stages. To address this
challenge, we propose a multi-level textual feature enhance-
ment (MTFE) module that enhances textual embeddings
from low-level to high-level, analogous to the image fea-
ture extraction branch. The module extracts multi-level tex-
tual information from the entire sentence, resulting in more
comprehensive and robust textual embeddings.

Multi-level textual feature enhancement. The MTFE
module improves textual embedding representation by per-
forming two consecutive fully-connected layers with 768
nodes in each stage. Specifically, as highlighted with yel-
low color in Fig. 2, the IMVF comprises four stages, and
each stage contains an MTFE module. The MTFE module
consists of two fully connected layers and a corresponding
dropout layer with a 0.1 ratio, aimed at obtaining multi-level
textual features that match the multi-level visual features.
This enables the model to focus on different key descrip-
tions in the referring expressions and obtain more complete
and reliable features for the referred object.

Iterative multi-level vision-language fusion. Fig. 4 illus-
trates the IMVF module, which is based on MHA and con-
sists of four iterative stages. Each stage includes two MHA
layers. The first layer uses the visual feature map F,, €
REXHXW ag the Query and the textual embeddings Fj €
RE*L from the multi-level textual feature enhancement
module as the Key and Value. Multi-head cross-attention
enables the comprehensive incorporation of textual infor-
mation into the visual feature map F,, € RE*H#>W In the
second layer, F); serves as both the Query and Key, while
F, serves as the Value. This self-attention operator allows
the model to gather crucial context features for the referred
object based on the textual descriptions provided, and the fi-
nal feature is F, € RE*H*W_ We sum the F,, F,, and F,
element-wisely to obtain the final visual feature map F;,,. In
each iteration, the i-th visual feature map F,fn becomes the
initial feature map (i.e., F/*!). Our experiments include
four iterations, and we use element-wise max strategy to
obtain the final fusion feature F' = max(F},, F2, F3 F1).
Actually, other fusion strategies can also be considered. We
experimentally find that element-wise summation or prod-
uct achieves inferior performance than the proposed strat-

egy.
3.3. Multi-stage False-alarm Sensitive Decoder

Motivation. The current SOTA approaches in VG task as-
sume that the language expressions are precisely matched

with the visual image. However, this assumption may not
hold in practical applications. Specifically, when an inac-



curate or irrelevant text expression is provided, the existing
SOTA VG approaches [7, 51] often generate false-alarm re-
sults. To address this issue, we introduce several robust VG
datasets (described in Sec. 4) and propose a new multi-stage
false-alarm sensitive decoder (MFSD) module.
Multi-stage false-alarm sensitive decoder. As shown
in Fig. 5, the MFSD module consists of several iterative
stages, each contains two consecutive multi-head attention
(MHA) [45] layers. In the first stage, we randomly initial-
ize a series of learnable queries. To handle the false-alarm
case, we introduce a random embedding with the same size
as textual embedding from the IMVF module. We concate-
nate the textual embedding and the random embedding in
the batch dimension, termed as mixture embedding. For the
first MHA layer, the learnable queries serves as Query, and
the mixture embedding acts as Key and Value. With this
layer, the textual embedding can be more easily attended
to the target tokens, thus achieving enhanced textual em-
bedding. For the second MHA layer, the enhanced textual
embedding is treated as Query, and the visual-linguistic fea-
ture map from the IMVF module as well as the visual fea-
ture map F), are employed as Key and Value. Through the
second MHA layer, the textual information can be compre-
hensively fused with the visual feature map to achieve an
enhanced vision-language feature, which is then taken into a
feed-forward network (FFN). We fuse the enhanced vision-
language feature and the feature from the second MHA in
a residual manner, termed as R_feature, which serves as
the Query in the next iteration. Then, R_feature is taken
into two decoupled heads: one for classification to indicate
whether there exists false-alarm result, and another for re-
gression to generate the predicted bounding boxes (bbox).
Specifically the classification loss L and the regression
loss Ly, are defined as,

N K
ﬁcls = Z Z CELOSS(yta Qf)a (1
t=1 i=1
N K R R
L =YY AaiouLaiou(',0}) + A L1 (0, B)), (2)
t=1 i=1
where CELoss(-,-), Laou(,-) and Lr;(-,-) are the cross
entropy loss, GIOU loss [40] and L1 loss, respectively. 3*
and ¢! denote the ground truth label and predicted result in
t-th iteration. Similarly, b* and 5f denote the ground truth
bbox and predicted bbox. t denotes the ¢-th iteration, and
1 represents the i-th bbox. Agiou and Ap; are empirically
adjusted, here we set them as 3 and 7 by default for all the
following experiments.

3.4. Details of Determining False-alarm Detection
of the Previous Methods

In the previous methods, we follow the same rules as
ours to obtain the false alarm. Firstly, we achieve the topl

scoring box as the final prediction box. Then, we calcu-
late the IOU value with the ground truth box. If the IOU
value is greater than 0.5, we consider it a true positive, oth-
erwise, we treat it as a false positive. However, the proposed
method differs in that it combines the top1 scoring box and
its existing result (exist or non-exist) to achieve the final
prediction box. During our experiments, we attempted to
add an irrelevant text reference head to some previous net-
works, such as VLTVG [51] but the results were inferior to
their baselines. It may not be fair to compare these results
in the paper, thus we do not show these results.

3.5. Training Loss

In the training stage, the proposed VG framework is
trained end-to-end using the aforementioned losses. The
overall loss function for the proposed framework is £ =
Lets + AregLreg + AkeyLiey as follows, where L, Lreg, and
Lyey denote the classification loss, regression loss and cen-
terpoint loss, respectively. Arg and Ay, are introduced to
balance the above losses.We empirically set Ao and Ayey as
2 and 5 by default.

L= Ecls + )\regﬁreg + )\keyﬁkeya (3)
4. Experiment

4.1. Experimental Settings

Datasets. To comprehensively verify the effectiveness of
the proposed robust VG approach, we evaluate it on two
types of datasets: the regular VG datasets and the robust
VG datasets.

Regular VG datasets. We evaluate our proposed approach
on five regular VG datasets, including the RefCOCO [58],
RefCOCO+ [58], RefCOCOg [33], ReferltGame [22], and
Flickr30k [37]. The RefCOCO datasets series, including
RefCOCO, RefCOCO+, and RefCOCOg, are three com-
monly used benchmarks for visual grounding, the images
used in these datasets are collected from the train2014 set of
MSCOCO dataset. Specifically, the RefCOCO dataset con-
tains 19,994 images, 50,000 reference objects, and a total
of 142,210 reference expressions. Among them, 120,624
reference expressions are used as the training set, 10,834
as the validation set, 5657 and 5095 expressions for test A
and test B, respectively. The RefCOCO+ dataset provides
19,992 images with 49,856 reference objects and 141,564
reference expressions. Similar to RefCOCO, RefCOCO+
is also divided into training, validation, test A, and test
B sets, with 120,191, 10,758, 5,726, and 4,889 reference
expressions in these datasets. RefCOCOg contains a to-
tal of 25,799 images, 49,822 objects, and 95,010 reference
expressions. Compared to the first two datasets, most of
the expressions in RefCOCOg have longer sentences and
more complex statement structures. RefCOCOg contains
two sub-datasets, RefCOCOg-google and RefCOCOg-umd.



Since the former dataset does not provide a test set, we
mainly use the RefCOCOg-umd dataset. ReferltGame con-
tains 20,000 images, which are collected from the SAIAPR-
12 dataset. This dataset has a total of 120,072 reference
expressions and is divided into a training set with 54,127
reference expressions, a validation set with 5,842 reference
expressions, and a test set with 60,103 reference expres-
sions. Flickr30k contains 31,783 images and 427,000 ref-
erence expressions. We divide the training, validation, and
test sets using the same ratio as the previous work.

Robust VG Datasets We construct two robust VG datasets
based on the existing benchmarks RefCOCOg and Refer-
ItGame, termed RefCOCOg_F and ReferltGame_F. The
train set of our robust VG datasets contains two parts of
data, the first part is the train set of the original dataset,
while the second part is a random matching dataset, which
destroys the correspondence between the image informa-
tion and the language descriptions. Specifically, for each
target on the image, we select one description that is differ-
ent from its original one among all the text descriptions in
the dataset, thus building a dataset where the image is with
irrelevant or inaccurate descriptions. During training, the
ratio of these two parts of data is 1:1. The test set of our ro-
bust VG datasets also consists of two parts of data, the first
part is the test set of the original dataset while the second
part is the manually modified robust VG dataset, which re-
quires manual intervention to modify some keywords in the
descriptions, thus modifying the semantics of the descrip-
tions and building a more difficult dataset. For instance, we
manually modify the expression “The man in white T-shirt
isriding a bike” to “The man in blue T-shirt is riding a bike”.
Specifically, the test set of the RefCOCOg_F dataset con-
tains 2000 pairs of false-alarm data and 9602 pairs of regu-
lar data that are from the original RefCOCOg test set. The
test set of the ReferltGame_F dataset contains 1000 pairs of
false-alarm data and 9000 pairs of regular data that are ran-
domly sampled from the test set of the original ReferltGame
dataset.

Specifically, the data combination method of the random
matching dataset is to randomly replace the description in
each group of data in the training set with a random other
description in the dataset to construct false-alarm data. Of
course, the description of the same image will not be se-
lected to avoid the existence of the target corresponding
to the ran71 dom description on the image. It can be ob-
served that the probability of the existence of the target cor-
responding to the description on the image is very low for
the false alarm data formed by this random selection de-
scription method.

We build the manually modified robust VG dataset by
manually modifying some keywords in the description. In
general, we mainly modify words from the following per-
spectives. First, modifying key nouns can greatly change
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Figure 6. Example of manually modified false-alarm data.

the semantics of words, thus generating false alarm data.
For example, modify ”Two men on a horse” to ”Two men
on a car” (as shown in the first row of Fig. 6). Second, modi-
fying key adjectives can also change the description seman-
tics. For example, modify ”A man with a bat wearing a red
helmet” to ”A man with a bat wearing a yellow helmet” (as
shown in the second row of Fig. 6). Third, modify words in
the text that relate to spatial location can mismatch the origi-
nal target with the newly generated text. For example, mod-
ify ”An elephant trainer standing beside an elephant walk-
ing down the street” to ”An elephant trainer standing far
away from an elephant walking down the street” (as shown
in the third row of Fig. 6). Fourth, changing the words cor-
responding to some fine-grained features can generate false-
alarm data. For example, modify ”A man wearing glasses”
to ”A man without glasses” (as shown in the fourth row of
Fig. 6). Experiments show that our pro95 posed IR-VG is
effective for all four types of false alarm data.
Implementation Details. Consistent with SOTA ap-
proaches such as TransVG [7] and vltvg [51], our pro-
posed method employs ResNet101 [14] as the backbone,
augmented with 6 transformer layers in the image feature
extraction branch, initialized using weights from DETR [3].
The textual embedding extraction branch is initialized with
BERT [&], while the parameters of other components use
Xavier scheme [13] initialization. We resize all images to
640 x 640 and fill them with black to form a square. We
perform experiments using PyTorch, a 3090ti GPU, a batch
size of 16, and run training for 90 epochs using the AdamW
optimizer with a learning rate of 3 x 10~* and a weight
decay of 1 x 1074,

Evaluation Metrics. For the regular VG datasdet, follow-
ing previous works [7] [54], we adopt the commonly used
topl accuracy (acc-1) as the evaluation metric. For the ro-
bust VG dataset, we propose two novel evaluation metrics,



RefCOCO RefCOCO+ RefCOCOg | ReferltGame | Flickr30k
Method
val testA  testB val testA  testB | val-u test-u test test
CMN [15] - 71.03 65.77 - 54.32  47.76 - - 28.33 -
VC [59] - 73.33 67.44 - 58.40 53.18 - - 31.13 -
NMTree [30] | 76.41 81.21 70.09 | 66.46 72.02 57.52 | 65.87 66.44 - -
Ref-NMS [4] | 80.70 84.00 76.04 | 68.25 73.68 59.42 | 70.55 70.62 - -
FAOA [55] 7254 7435 6850 | 56.81 60.23 49.60 | 61.33 60.36 60.67 68.71
LBYLNet[17] | 79.67 8291 74.15 | 68.64 73.38 59.49 - - 67.47 -
TransVG [7] | 81.02 82.72 7835 | 64.82 70.70 5694 | 68.67 67.73 70.73 79.10
VLTVG [51] | 84.77 87.24 80.49 | 74.19 78.93 65.17 | 76.04 74.98 71.98 79.84
IR-VG (Ours) | 86.82 88.75 82.60 | 76.22 80.75 67.33 | 77.86 76.24 74.03 81.45
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trainer standing
far away from an
elephant walking
down the street

A man without
glasses

Descriptions

Image

Table 1. Comparisons with SOTA visual grounding methods.

Prediction
Without MFSD Module

Prediction
With MFSD Module

Figure 7. Visualization of the MFSD module.

RefCOCOg_F | ReferltGame_F

Methods Rfad Rmix Rfad Rmix
CMN [15] 27.10 65.10 | 2475 2141
VC [59] 4245 68.85 | 31.03 25.69
SSG [5] 3415 61.25 | 3244 4643
Ref-NMS [4] 4390 62.40 | 4139 48.15
ReSC-Large [52] | 37.35 60.55 | 32.54 59.89
LBYLNet [17] 4540 63.32 | 4540 60.57
IR-VG (Ours) 67.32 73.61 | 6944 72.03

Table 2. Comparisons

with SOTA approaches on robust VG

datasets.
Methods RefCOCO RefCOCO+ |RefCOCOg
I M | val testA testB| val testA testB|val-u test-u

v -
-V
v v

84.77 87.24 80.49
85.92 88.41 81.77
85.53 88.09 81.23
86.82 88.75 82.60

74.19 78.93 65.17
75.27 80.06 66.33
75.34 79.97 66.18
76.22 80.75 67.33

76.04 74.98
77.10 76.06
77.2175.75
77.86 76.24

Table 3. Ablation studies on three benchmarks, ”I” and ”M” denote
IMVF and the MRCS.

i.e., false alarm discovery rate Rpg with only false-alarm
data, and correct rate among the mixed data R, with both
false-alarm and regular data, which are defined as,

FA#c©
F Aall ’

FA* + Regular®*
FA™ 4+ Regular™ ’

mix —

Rpa = “4)

where FA denotes the false-alarm data with irrelevant or in-
accurate descriptions, and Regular means the regular data
with accurate descriptions. The superscript acc and all rep-
resent the number of accurate predictions and the total num-
ber of the data. The detailed dataset descriptions, training
loss and other experiment implementation details will be
shown in the supplementary materials.

4.2. Comparisons with Existing SOTA Methods

As presented in Tab. 1, we evaluate the proposed ap-
proach against other SOTA VG methods. Numerically, we
improve over the best SOTA approaches by about 2% in
all five benchmarks, indicating the effectiveness of our pro-
posed method.

Tab. 2 demonstrates the numerical comparisons on the
robust VG datasets. Obviously, we improve over the SOTA
approaches by a nontrivial margin in competitive bench-
marks of RefCOCOg_F and ReferltGame_F. Specifically,
on ReferltGame_F dataset, we achieve about 25% and 10%
improvement in Rgg and Rz metrics, respectively. It is
worth noting that TransVG [7] and VLTVG [51] are not
included in the comparison because they only provide one
predicted bounding box without any extra information to
determine whether the target object is a false alarm. As a re-
sult, they will definitely generate false-alarm objects when
given inaccurate or irrelevant language expressions, which
is not a fair comparison.

4.3. Ablation Study

Numerical Component Analysis. Tab. 3 shows the ef-
fectiveness of each component on the regular VG datasets.
The proposed approach outperforms the baseline by 2.1%
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Figure 8. Visualization of the visual-linguistic feature map (shown
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Figure 9. Visualization of the visual-linguistic feature map (shown
in Fig. 2) with/without the IMVF module, especially for the red
rectangle areas.

Feature Map
With IMVF

Descriptions

topl accuracy in RefCOCO testB dataset. Specifically,
IMVF improves by 1.3% and MRCS improves by 0.7%.
Similar conclusions can be drawn from other regular VG
datasets. Tab. 2 illustrates the effectiveness and robustness
of the proposed MFSD module, which achieves a signifi-
cant improvement on two competitive robust benchmarks.
For instance, the MFSD module improves by 25% and 10%
compared with existing SOTA approaches in Rypyg and Rpix
metrics, respectively.

4.4. Rules for masking words in MRCS module.

When we mask lexical words, we prioritize them differ-
ently. We first mask prepositions, conjunctions, and qual-
ifiers because they usually do not significantly impact the
sentence’s meaning. If these types of words are not present,
the module then masks auxiliaries, pronouns, and numbers,
which can partly affect the sentence’s semantics. Finally,
the module masks adjectives and verbs, which are critical

Methods RefCOCO RefCOCO+ RefCOCOg

val testA testB | val testA testB |val-u test-u

Baseline |85.92 88.41 81.77|75.27 80.06 66.33 | 77.10 76.06
Wo masked | 86.57 88.52 82.26|75.84 80.41 67.02|77.57 75.93
Ours 86.82 88.75 82.60 | 76.22 80.75 67.33 | 77.86 76.24

Table 4. Ablation study on multiple masked strategies. “Base-
line” denotes the experiment with one full text without centerpoint
supervision, “Wo masked” denotes the result with one full text
and centerpoint supervision, and “Ours” represents the experiment
with MRCS.

for the sentence’s meaning. If there is only one non-noun
word remaining or only nouns remain in the sentence, no
further masking is performed. However, even with this pri-
ority order, some important words may still get masked,
introducing noise into the training. Nevertheless, we em-
pirically demonstrate that the language comprehension im-
provement from masking operations outweighs the nega-
tive effects of introducing noise (shown in Tab. 4). In all
datasets, the number of words exceeds 3, and through three
masking operations, we find that the majority of the masked
words are prepositions, conjunctions, and qualifiers. There-
fore, in most cases, this operation will not affect the mean-
ing of the sentence.

Qualitative Component Analysis. Qualitative analysis of
MRCS. Fig. 7 illustrates the visualization of prediction re-
sults with or without the MFSD module on the robust VG
datasets. It shows that the MFSD module enables the model
to efficiently identify the presence or absence of targets de-
scribed in the text on the image. The first row of the figure
shows the false alarm data generated by the key nouns in
the description being changed, the second row shows the
false alarm data generated by the modification of key ad-
jectives (e.g., color). The third line of the figure shows the
spatial location relations in the description being modified
and the fourth row of the figure shows the fine-grained fea-
tures in the description being modified. Our MFSD module
can effectively identify the false alarm data generated by
all the above modification methods. Qualitative analysis of
MRCS. Fig. 8 presents the visual-linguistic feature map with
or without MRCS module. We intuitively observe that the
MRCS enables the feature map to attend more accurately
to the target object’s location, and generates a more precise
foreground map. To avoid interactions from IMVF mod-
ule, we conduct this experiment only with MRCS module
and MFSD module. Qualitative analysis of IMVF. Fig. 9
illustrates the visual-linguistic feature map with or without
IMVF module. The figure indicates that the IMVF module
reduces interference and allows the model to concentrate
more on target by better understanding visual and textual
information. To ensure fairness, we performed this experi-
ment only with IMVF module and MFSD module.



5. Conclusions

Our work introduces the IR-VG framework, which com-
prises IMVF, MRCS, and MFSD. It outperforms existing
approaches in terms of context features, fine-grained fea-
tures, and localization accuracy while addressing robustness
issues when faced with irrelevant or inaccurate reference ex-
pressions. Our experiments demonstrate the effectiveness
of each module, achieving new SOTA performance.
Limitation and future work. Notably, IR-VG builds a
new research direction for robust VG. Future work in-
cludes developing a more elegant framework to handle false
alarms. In addition, we will explore the false-alarm prob-
lems with irrelevant expression for some foundation models
(e.g. Grounding DINO [31]).
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