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Abstract

Caching is emerging as a vital tool for alleviating the seveapacity crunch in modern content-centric wireless neksvo
The main idea behind caching is to store parts of popularettrin end-users’ memory and leverage the locally storedecon
to reduce peak data rates. By jointly designing contentgoient and delivery mechanisms, recent works have showm-aide
reduction in transmission rates in contrast to traditianathods. In this work, we consider tisecure caching problemwith the
additional goal of minimizing information leakage to anaxial wiretapper. The fundamental cache memory vs. trasson rate
trade-off for the secure caching problem is characterigadher surprisingly, these results show that security eaimtooduced at
a negligible cost, particularly for large number of files argers. It is also shown that the rate achieved by the proposetng
scheme with secure delivery is within a constant multipieafactor from the information-theoretic optimal rate famost all
parameter values of practical interest.

|. INTRODUCTION

| In modern content-centric wireless networks, caching $iétpreducing the peak network load at times of high traffic
volume. Fractions of popular content are stored locallynd-asers’ cache memories distributed across a given nketwar
times of high demand, the users can be partly served localdiy their cache, thereby reducing the network load. Caching
generally works in two phases - tiséorage phaseand thedelivery phaseThe general caching problem has been well studied
in literature [3]-[6]. Traditionally, the delivery phasé eaching systems operate as a series of dedicated uniaastitissions
to individual users by transmitting fractions of requestiéels which are not stored in their caches. However, this isano
scalable solution as the number of users in the system isesed more efficient solution is to deliver content simut@usly
to users through multicast transmissions. Most of the pmiorks in this area tend to use a fixed delivery scheme and then
optimize the storage phase to suit the delivery schérme [§],Hurther, their investigations are mainly based on thiegja
obtained from local content distribution, ignoring the lad cache interactions and content sharing as a factor foacting
caching gain.

More recently, [[V]4[1R] have proposed information thewrdbrmulations of the caching problem. Ia][7], a scheme is
proposed which, in addition to the local caching gain, i®alapable of offering a global caching gain. The scheme takes
the cumulative size of the network cache memory into comatt andjointly designsthe cache storage phase and a coded
mutlicast delivery phase. This achieves a global caching ghich provides an order-wise improvement over local aagh
gain. The fundamental concepts presentedlin [7] are extketudéhe case of decentralized storage_in [8] and non-unifoipf
[13] user demands in [9],[14]. Some extensions of the cachioblem have been investigated in the case of Device-toeBe
(D2D) communications in [15]=[18], from the perspectivecointent distribution networks in [19] and reinforcemerartdng
in [20]-{22].

In this paper, we investigate the fundamestdurityaspects of the caching problem in the presence of an extaduatsary
(wiretapper). To this end, we introduce teecure caching problenm which the multicast communication between the central
server and the users (delivery phase) occurs ovpuldic (insecure) channelThe defining feature of this problem is to
capture the tradeoff between the multicast rate of the imgetink and the size of the cache memory. To the best of our
knowledge, none of the works on cache storage and placeresigrddeal with security issues. We consider a system with a
central server connected g users through an error-free rate-limited link. The serves b database af files denoted by
(Wy,...,Wn), where each file is of sizé" bits. For the scope of this paper, we assume that a user caestegccess to
any one of the files at a given time. Each user has a cache memjof size M F' bits for any real numbed/ € [0, N].
Similar to [7], the system operates over two phases: a cattdtage phasend adelivery phaseThe storage phase can be
of two types:centralized storager decentralized storagdn case of centralized storage, the central server stbeegsdche
Z), of userk with some content, which is a function of the filéd87,..., Wx). In case of decentralized storage, the user
is allowed to store any random combination of bits from ealshViithout coordination from the central server. Uge(for
k=1,..., K) then requests access to one of the filgg, in the database. In the delivery phase, the central sernamepds
_____ d4x) Of size RF bits over the shared link. Using the contént (of its cache) and the received
signal X4, ....4), the k—th user intends to reconstruct the requestediilg . A memory-rate pai(M, R) is achievableif
for a (per-user) cache size @f I’ bits, and using raté&? /" bits, it is possible for each user to decode its requesteddile
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Fig. 1. System Model for Secure Caching.

anyset of request$ds, ..., dx). Let R*(M) denote the smallest rafe such that the paifM, R) is achievable. The function
R*(M) is the fundamentainemory-ratetradeoff for the caching problem. An approximate charaza¢ion for R*(M) was
provided in [7]-]9].

We consider this problem in the presence of an external appsr which can observe the multicast communication
X(d,,....dx) 1-€., the communication from the central server to the usexurs over arninsecurelink. The wiretapper is
considered to be strictly out-of-network and is thus ablelieerve only the multicast delivery which happens over adicast
channel. Thus, besides satisfying the users’ demands, aéreethat X4, . 4,) must not reveal any information about
(Wy,...,Wn)ie,I (X(d1 _____ dr)s Wi, - .7WN) = 0. As is shown, the additional security constraint necesstatroducing
randomness in the form of keys, which occupy a part of the eaxtheach user. Subsequently, these keys are used in the
delivery phase to the keep the delivery information theécally secure using a one-time-pad schemé [23]. In our myste
model, the placement phase occurs over unicast channetglitodiual users and can be secured with the help of inditidua
keys e.g., secure unicast communications using a systeiaistmcode-division-multiple-access (CDMA). As a resskcurity
is considered to be inherent in the placement phase. Thukjsrwork, we consider the security of only tlielivery phase
and not the cachplacement phasé-or this problem, a memory-rate p&it/, R;) is securely achievabl#, for a cache size of
M F and a transmission of rate, F' bits, it is possible for each user to decode its requeste@rfittthe communication over
the shared link reveals no information about any file. Elghaves the caching system in the presence of a wiretapper. Let
R:(M) denote the smallesk, such that(M, R;) is achievable. Thus, the functiaR’ (M) is the fundamental memory-rate
tradeoff for thesecurecaching problem. We investigate both the centralized cadheement as well as the decentralized
placement with secure file delivery without any assumptionsiser demands and file popularity.

The main contribution of this paper is an approximate charaation of R (M ). We design centralized and decentralized
caching algorithms which make use of coded multicast dsflite extract global caching gain. The system has uniformly
distributed orthogonal keys which are stored across usersedcure multicast delivery. We present novel upper andiow
bounds onR? (M) and show that these bounds are within a constant multiplegip. Indeed, for a fixed/, it is intuitively
clear thatR*(M) > R*(M), i.e., the minimum rate in presence of a wiretapper mustrbgeneral, larger than in the absence
of a wiretapper. From our results, we show, rather surggigjrthat the cost for incorporating security in both the tcalized
and decentralized caching schemes is negligible when thebauof users and files are large.

Il. SYSTEM MODEL
Let (W, Wa,...,Wy) be N independent random variables each uniformly distributegt o

212 {1,2,...,2F} 1)

for someF € N. EachW,, represents a file of siz€ bits. A (M, R,) secure caching scheme comprisegsofandomcaching
functions, N¥ randomencoding functions andC N* decoding functions. Thé{ randomcaching functions map the files
(Wy,...,Wx) into the cache content:

Zr & o (Wh,...,Wy) (2)

for each uselk € [K| during the storage (or placement) phase. The maximum dilersize of the contents of each cache
Zy is M F bits. The N¥ randomencoding functions map the filg$V;, ..., Wy) to the input
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Fig. 2. (a) Centralized Secure vs Non-Secure BouNds: K = 20; (b) Multiplicative gap betweerkRS (M) and lower bound orR* (M).

of the shared link in response to the requesls . ..,dx) € [N]¥ during the delivery phase. Finally, th€ N* decoding
functions map the received signal over theecureshared linkX 4, . 4,.) and the cache conteif, to the estimate

W(dl,...,dK),k £ N(dl,,,,,dK),k(X(dl.,...,dK)a Zk) (4)
of the requested fil&V,, for userk € [K]. The probability of error is defined as:
P. 2 max P(Wia,  awe)n # Wa,)- (5)

max
(d1,....,dx)E[N]¥ k€[K]
The information leaked at the wiretapper is defined as:

L2 max 1 (X(d

(dr..odrc) E[N]K trends)i Wi s W) ©)

Definition 1. The pair (M, R;) is securely achievabl@ for any e > 0 and every large enough file siZg, there exists a
(M, R) secure caching scheme wifh < ¢ and L < e. We define the secure memory-rate tradeoff

RI(M) 2 inf{R, : (M, Ry) is securely achievabje )

IIl. CENTRALIZED CACHING WITH SECUREDELIVERY

The first result gives an achievable rate which upper bounel®ptimal memory-rate trade-oft* (M) for the centralized
caching scheme with secure delivery. Security is incorgoray introducing randomness in the storage and deliveag@lof
the achievable scheme in form of a set of uniformly distésuibrthogonal keys (independent of the data) stored in tblkeca
of each user. The total cache memory (of siZd’ bits) is divided into two parts - data memory (of sizé&p F' bits) and key
memory (of sizeM g F' bits) such that\/ = Mp + Mg. The server uses the keys stored at the users’ caches toeetiend
delivery signalX g, ... 4,) such that the transmission is secure from the wiretapper.

Theorem 1. For N files andK users, each with a cache sizere(]V—Igl)-t+1,forte{0,1,2,...,K} we have
M-1 1
R*(M) < RS (M ﬁK-(l— ) 8
§(M) < RS (a1) 1) (TTE ®)

i.e., the rateR¢ (M) is securely achievable. For arly< M < N, the lower convex envelope of these points is achievable.
The algorithm achieving the rate in Theoréin 1 is presentedlgorithm [ (AppendiXA). Similar to[[F], the achievable eat
in (@) consists of three factors. The first factris the worst case rate in the case when no data is caghied= 0). The

second factor in[{8) iE(l — %) This is thesecure local caching gaiand is relevant whenevéll is of the order ofN.

The third factor in[(B) isl/ (1 + K- %) which is thesecure global caching gairComparing Theoreml 1 to (Th.1.1[7]),

we observe that the term% in (Th.1, [7]) have been replaced b%:—ll However, the combination of the global and local
gains leads to the rate ibl(8) being higher than the rate inl1(T[]) for a given value ofd/, N. This is the cost paid for
the security in the system. However, A5 N become large, the secure rate is asymptotically equal toxtimesecure case.
When N = K = 20, it can be seen from Fif. 2{a) that the secure and non-secunedb almost coincide i.e., security from
a wiretapper can be achievedaliost negligible costor a large number of files and users.

Consider the case of conventional unicast content delit@sach user. In contrast to the insecure schemglin [7], temak
the delivery phase secure, however, each user has to stargj@ewkey (of the same size as a single file). During delivery,
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Fig. 3. (a) Secure Caching Scheme and (b, RS') trade-off for N = K = 2.

the server encodes the user’s requested file with its keyrangrhits it. Thus, even with no data storage in cache, thieecac
size has to be at leadt bits to store a key(Mx = 1) i.e., in the secure problend/ = 0 is infeasible. The worst case rate

is achieved at\/ = 1 and the(M, RY) pair (1, K) is achievable. At the other extreme whah = N i.e., the case where all
files are stored in the user's cache and no content delivemgjsired. In this cas@/p = N, Mk = 0 and the(M, RS) pair
(N,0) is achievable. We refer to a scheme which achieves pointhefirte joining (1, K) and (IV,0) as theconventional
secure schemeavhere each user stores one unique key and encrypted filegnarast to each user based on their request.
On the other hand, the proposed scheme in Algorfthm 1 joidélgigns the placement of data and keys in the users’ caches
such thatcoded secure multicastingan be achieved among users. Next, we present a lower bouritf @) stated in the
following theorem.

Theorem 2. For N files andK users, each having a cache size< M < N,

Ry (M) 2 sE{l,...fIr}xgiLrﬁN,K}} <S B (1] - )) '

The proof of Theoreml2 is presented in Appendix B. Next, we jgama the achievable rate from TheorEm 1 and the lower
bound on the optimal rate in Theoréiin 2, and show that a canstaltiplicative gap exists betweeR? (1) and the achievable
rate RS (M).

9)

Theorem 3. For N files andK users, each having a cache sizex {% +1, 1} <M < N,

RS (M)

1< R (M) <17. (10)
The proof of Theorerfll3 is presented in Apperldix C. The gap Bounded and scales with' only for the case ofX > N
in the regimel < M < % + 1, which is negligibly small for largek’, N as discussed in AppendiX C. While the
analytical constant of 17 is large for practical purposks,gap can tightened numerically. Hig. 2(b) shows the maximalue
of the multiplicative gap betweeRS (M) and the lower bound o (M) for values for N, K ranging from1 to 1000 and
all feasible values oftf in each case. It can be seen that the gap is generally lesd tvhen X' < N. However forK > N,
and for smallNV, the gap is larger i.e., arouréd

A. Intuition behind Theoref 1 (Achievability)

We next present a series of examples to explain the intultieinind the achievable rate in TheorEin 1 and highlight the
interesting features of the proposed secure delivery sehem

Examplel. We illustrate the achievable scheme in Theofém 1 for the ofi$é = 2 files and K = 2 users. From Theorem
[ we haveM € 251{0,1,2} +1 = {1, 2,2} are the possible cache sizes for each user. Let the two fild§ be- A and
Wy = B. The bounds in Theoreri$ 1 and 2 are shown in[Fig] 3(b) alortgtiwé bounds for the non-secure case frbin [7]. We
start with the upper bound in Theoréin 1. Considering thesexérpoint)/ = 1, the cache of both user$;, Z only stores two
unique keysCy, Ko and the server transmits both the fildsB over the shared link XOR-ed with a key. Given the worst-case
demand(d,,ds) = (A, B), the server can transmif 4 ) = {A® K1, B ® K2}. This system satisfies every possible request
with rate R = 2 and it is easily verified thaf (X4 p); 4, B) = 0. Thus (M, RY) = (1,2) is securelyachievable. At the
other extreme, whe/ = 2, each user can cache both files and no transmission is necedsace the(M, RY) = (2,0) is
securelyachievable.

Now we consider the intermediate case in whigh= 3/2. The scheme for this scenario is depicted in Fig.]3(a). Bo¢h t
files are split into2 equal parts:A = (A;, A2) and B = (By, Bs), where Ay, Ay, By, B2 are each of sizé’/2 bits. We also
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Fig. 4. (a) Secure Caching Scheme and (b, RS') trade-off for N = K = 3.

generate a keyCio ~ unif{1,...,2(F/2)} which is independent of both the filek B and has the same size as the sub-files
i.e., F//2 bits. In the storage phase, the server fills the caches asvllZ; = (A1, B1,K12) and Zy = (A, By, K12) i€,
each user stores one exclusive part of each file and the kex M = 1/2+ 1/2 = 1 and M = 1/2. Now, consider the
worst case requestly, d2) = (A, B). In order to satisfy this request, user 1 requires the filgnrantA, while user 2 requires
the file fragmentB;. In this case, the server transmix§ 4 gy = { A2 © B1 @ K12} which is of ratel/2. User 1 can obtain
Az by XOR-ing outBy, K12 while user 2 can geB; by XOR-ing outAz, K12 from X4 py. A wiretapper, on the other hand,
would gain no knowledge of either file from the transmissiomcs [ (X(A,B); A, B) = 0 which follows from the fact that the
key K12 is uniformly distributed. Thus(M, RY) = (3/2,1/2) is securelyachievable. This can be seen in the secure upper
bound in Fig[3(@). Given that the points, 2),(3/2,1/2) and(2,0) are achievable, the lines joining pairs of these points are
also achievable. Thus, this proves the achievability ofsbeure upper bound in Fg 3[b). The gap between the insecare a
secure achievable bounds results from the storage of thénkine users’ cache. O

In the two user example, there is only a single Kéy, in the system. Thus, if the key is compromised, the securfity o
the entire system fails. The scheme proposed in Thebitem @efioeral values of N, K), however is more robust in its key
management when the number of files and users increase. Wdlustxate this point through an example.

Example2. We consider the case fav = K = 3. For this case, from Theored B/ < {L%, §,3}. The system and
bounds for this case are illustrated in Fjg. #(a) @nd]4(b). abasider the case oM = 5/3 and three filesA, B, C.
Each file is split into3 equal parts i.e.A = (A1, 43, A3), B = (B1,B2,B3), C = (C1,C3,C5). We also have3
keys in the systemiCis, K13, Ka3. In this case, each subfile and each key is of diz8 bits. In general, the keyC,;;

is placed in the caches of useisand j. The keys are chosen combinatorially and a general strategliscussed in
Appendix[A. The overall cache placement is as follouls: = {A;, B1,C1,K12, K13}, Za = {Az, By, Cs,K12,Ka3} and

Z5 = {As, B3, C3,K13,K23}. Thus each cache has si2d = 5 x (1/3) = 5/3, where Mp = 1, Mg = 2/3. Now
considering a worst case request where all users requéstedif files, (d, d2,ds) = (4, B,C), the server can make the
transmissionX 4 p.c) = {{A2 © B1 © K12},{A43 ®© C1 © K13}, { B3 @ C2 @ Ka3}}, such that everyone can securely retrieve
their requested files. Thus\Z, RY) = (5/3,1) is securelyachievable sincé (X 4 p,c); A, B,C) = 0 i.e., a wiretapper would
gain no information about the files from the transmissiomah be seen from the cache contents that there are multiypeirke
the system thereby avoiding a single point of failure. Ineyah if we choose operating points/, R¢) such thatMx > 1/K,
single points of failure in the system can be avoided. Thassitheme forms an interesting memory-rate trade-off based o
users’ security constraints which is elaborated subsetyuenRemark[1. <&

Remarkl (Key Memory vs. Data Memory Trade-pffThe trade-off between the fraction of cache memory occupiethe
data and the keys in the secure caching system is shown ifBFigr N = 5 files and K = 5 users. Consider the cache
memory constraint in Theorel 1 i.e4 € %H— 1, vt € {0,1,2,..., K}. Now, sinceM = Mp + Mg, from AppendidA,
we haveM i =1—t/K andMp = Nt/K. From Fig[5, it can be seen thaf; dominates at lower values dff. Formally,
M > 2N/(N + 1), data memory dominates key memory .2l > M. From AppendiXA, we haveétfl) unique keys in
the system. Thus the case for there being only one uniquerkéheisystem correspondste= K — 1 i.e., Mx = 1/K. Thus
for avoiding one shared key across all users i.e., a single pb failure in the system, we neetlx > 1/K =t < K — 1,
which corresponds td/ < (N —1)(K — 1)/K + 1. It is also undesirable that new keys be redistributed toetiitée system
each time a user leaves. The proposed scheme avoids thariscky sharing keys. In case a user leaves or is compromised,
only the keys contained in that user’s cache need to be megldeaving the others untouched. Thus, a desirable redion o
operation would be:

2N (N-1)(K-1)

<M<

1.
(N +1) K *




In general, a close inspection of AlgoritHmh 1 reveals thaewh > (K —r) i.e., whenM > (N —1)(K —r)/K + 1, a
wiretapper can obtain all the keys in the system if it gainseas to any- of the K user caches. This means that-itisers
are compromised, system security will be violated. It isiaal fact that att = 0, M = 1 and each user has one unique key.
In this case, the wiretapper will need access to all cachesdar to violate the security of the system.
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From Fig.[», we can see that Regime 5, i.e., when 1, is the weakest regime from the security perspective a® tiser
only one key in the system. Thus operation in Regimes 1-4 siralgde for the case oV = K = 5. Now, considering the
conventional secure schepieis seen that there is no sharing of keys as each transmissiuseful to only one user. Thus
each user stores an unique key of sikg = (1 — %)F bits. This scheme thus requires the wiretapper to have atoes
all the caches for the system security to be compromised.p@anyg the conventional and proposed schemes from a sgcurit
perspective, we see that the proposed scheméréla-off between security and minimization of the rate over the shhng.
While the conventional scheme is more difficult to compranfiesr M € N, the proposed scheme is able to improve on the

transmission rate significantly while still providing seicy O

B. Intuition behind Theoreimnl 2 (Converse)

We next present the main idea behind the proof of the constased in Theorerl 2 through a novel extension of the cut-set
bound to incorporate the security constraint. To this erelfezus on the caching system with = 2 files (denoted by4 and
B) and K = 2 users (with cache contents denotedyyand Z5). Consider the scenario where udedlemands filed and user
2 demands fileB, i.e., the demand vector i@, d2) = (A, B). It is easy to check that using the communicatip ) from
the central server along with the two cactis Z,, both files(A, B) can be recovered. This implies the following constraint:

H(A,BlX(AyB),Zl,Zg) S €. (11)
Next, for the communicatioX' 4 ) to be secure, we also require the following security constta hold:
I(A,B;X(A_’B)) <e. (12)

Using these two constraints, we next show that for any schaie 1 must necessarily hold. From the constraifid (I1)-(12),
we have the following sequence of inequalities:

2F < H(A,B)=1(A,B;X,p)%1,%) +H (A B|Xa 5,21, 2)
@
< I(AaB;X(A,B)1217Z2)+€
= I(AB;Xp)+1(A B;Z1,2:|X(ap)) +€
112]
< 1(A,B;Z1, 251X (a,p)) + 2¢
< H(Z1,22|X(A73))+2€§H(Z1,Z2)+26
S H(Zl)+H(ZQ)+2ES2MF+2€.

This implies
M>1- % (13)

Taking the limite — 0, we arrive at the proof ofif > 1. Now consider the fact that given the transmissions fromstérwer
X(a,p) for demanddd;, dz) = (A, B), X(p,a) for demandgd,, dz) = (B, A) and one cach&,, both the filesA, B can be
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Fig. 6. (a)(M, RD) trade-off for N = K = 3 and (b) Centralized vs Decentralized Secure Bounds\for K = 20.

recovered. Again, we have the following constraints for fd&ieval and security:
H (A, B|X(a,p), X(B,a), Z1) <€ (14)
I(A,B;X(AyB)) <e. (15)
Thus we have,

2F H(A,B) =1(A,B;X(a,p),X(B,4),Z1) + H (A, B|X (4,5, X(B,4): Z1)

INE I

I(A B; X(a,B); X(B, A)vzl) +e
I(A,B; X(ap) + (A B; X(5.4), 211X (4.5)) + €
I

A, B; X(p Ay, Z1| X (a,p)) + 2¢
H (X(5,4), Z1|X(a,5)) + 2¢
H (X(p.a)) + H(Z1) + 2¢
R*F 4+ MF + 2e.

IANIA N IAR I

This implies that )
R\ +M>2— fe (16)

Taking the limite — 0, we arrive at the proof of?2¥ + M > 2. We can see that both {13) arild}(16) hold for all achievable
(M, Ry) pairs. Thus we haveR* (M) > 2 — M and M > 1 which gives the lower bound in Fif. 3{b).

IV. DECENTRALIZED CACHING WITH SECURE DELIVERY

In this section, we extend the secure caching problem to aamimiized caching scheme as discussed_’in [8]. In the
decentralized caching scheme, each user is allowed to camheandom L bits of each of theN files in the system.
In the coded delivery scheme, the central server maps theersnof |nd|V|duaI users’ caches to fragments (which donta
non-overlapping combination of bits) in each file. The framts reflect which user (or set of users) has cached bitsinedta
in the given fragment. This phase is followed by a centrdlikey placement procedure where the server stores shared key
in each user's cache. The key placement needs to be ceetrabzmaintain key integrity and to secure the files from an
external wiretapper. In the delivery phase, the serverivesea requesfd, ..., dx ) and forms coded multicast transmissions
to extract global caching gain from the system. It then emrsdtle transmissions with the shared keys and transmitsdliem
the multicast link. The decentralized algorithm is presdrin Algorithm[2 in AppendixD.

In the case of decentralized caching, similar to the caem&dlicase, theonventional secure scheriseone which stores only
one unique key per user and exploits only the local cachimg gy using encrypted unicast delivery. The transmisside ia
this case is given by< (1 — M) After the cache placement, the server chooses the scheinh movides the minimum

N
rate over the shared link. The secure rate is then charaeteby the foIIowmg theorem.

Theorem 4. For N files andK users, each with a cache size bf € Y=L . ¢ + 1, for t € (0, N],
M-1 N-1 M-1
D Iy _ . mi 1=
R (]V[)—K(l _1) mln{ =1 (1 (1 _1> ),1} a7)

is securely achievable. For any< M < N, the lower convex envelope of these points is achievable.

The proof of Theoreriil4 is given in AppendX D. The variable Mp, represents the part of the cache memory used to store



data at each user (as detailed in Appeiidix D). Thedfem 4 inatbfort > 0. At t = 0, M =1 i.e., the caches store a single
key of the size of each file. Entire files, XOR-ed with the key® then transmitted over the shared link. Thus the rateisn th
case isRP(1) £ K. As before, the same argument holds for the infeasibilityhef secure scheme far = 0. The following
example illustrates the caching scheme which achievesatieeim Theorenil4.

Example3. We consider the case fav = 3 files and K’ = 3 users, each with a cache of si2éF" bits. Let the three files

be denoted agWWy, W>, W3) = (A, B,C). Fig.[6(@) shows the rate achieved by the secure deceetlatiaching scheme
given by Theorenil4, the rate of the insecure decentralizednse from[[8] and the corresponding centralized boundshén t
decentralized placement phase, each of3thusers caches a subset(dff — 1)F'/2 bits of each file independently at random.
Thus, each bit of a file is cached by a specific user with prdibakiil/ — 1)/2. Considering the filed, the server maps the
storage of fragments of filel at the different users’ caches into splits;, such that7” C {1,2,3}, |T| =1 fori=0,1,2,3.
Thus there ar@fzo (f) = 23 = 8 splits of file A: (Ay, A1, Aa, A3, A12, A1, A2, A123), Where A, consists of bits ofd
which are not stored in any users’ cache. On the other hapg, has bits which are stored in all users cache. In general, bits
in Ay are stored in uset’s cache ifk € 7. By law of large numbers, we have:

T NI
|Ar| ~ (M2 1) (1_M2 1) F bits (18)

with probability approaching one for large enough file sizeThe same analysis holds for fild3, C. Next, we consider
the generation of key&s for S C {1,2,3},|S|] = j for j = 1,2,3. Thus the keys generated in the system are:
K1,K2, K3, K12, K13, K23, K125. It can be seen that there a2& — 1 = 7 unique keys in the system. Next we look at
the cache contents from the central server's perspectiee Hfe centralized key placement phase and before theedgliv
procedure begins. The cache placementNor K = 3 is given in [19). The cache placement phase is entirely deslaed

as the users do not need to consider the number of other usdle isystem or their cache contents while storing file
fragments in their caches. Next, we consider the delivencegdure of the decentralized caching scheme. The system is
characterized based on the worst possible rate over thedshiak. Thus we consider a requé$ty, , Wy,, Wa,) = (A, B, C).
The server responds by transmitting the reply, 5 ). Let the setS C {1,2,3} : |S| = s for s = 3,2,1. Then we have
Xa,Bo) = {/Cs Sres Wy, s\(rky 1 k=1,2, 3}:;’:1 , WhereW;, s\ corresponds to the fraction of the fil&,, , requested
by userk which is not present in usér's cache but is present in the cache of the other1 users inS. Thus, forK =3
users in the system, the coded secure multicast deliveigepgwe has phases for each of = 3,2, 1.

Fors=3:We havelS| =3= S ={1,2,3} and|S \ {k}| = 2. The transmission i§As3 & B13 & C12 € K123}. It can be
seen thatiCi»3 is associated with sub-filedss, Bys, C12. Thus the size of the key igCi23| = max{|Aa3], |Bisl, |Ci2|}. In
this case, each sub-file is zero padded to the size of theslasge-file in the set. Considering user 1, we see fhatontains
By3,C15 andKq23. Thus user 1 can XOR outs3 from the transmission. It can be seen that the same holdssens 2 and

3. Thus the transmission is useful for all users and the kelyesé secure from the wiretapper. For= 3, there is only one
transmission of the size of each of these sub-files. Thuagudi8), the rate over the shared link for this transmissson i

(M;1)2(1—M2_1)F. (20)

Fors=2: We have|S| = 2 = S € {1,2},{2,3},{1,3} and |S \ {k}| = 1. The transmission for each subsgtis
{{A2® B1 & K12},{B3® C2 ® Koz}, {A3 ® C1 & K13} }. Again for user 1, we can see thd; containsB;, Cy, K12, K13.
Thus it can extractd,, A3 from this transmission. Similarly the other users can ettfeagments of their requested files. In
this case, there are three transmissions, each of the sidle éfagment, sayA,. Thus the rate of this transmission is:

3-<M2_1> <1—M2_1>2F. (21)

Fors=1: We have|S| = 1 = § € {1},{2},{3} and |S \ {k}| = 0. The transmission for each subsét is
{4y ® K1}, {Bs ® K2}, {Cs ® K3}}. These transmissions are sent to individual users, contpithe residual fragments
not stored in each user. The size of each transmission id &ujtize size of the file fragmentd,, B4, Cy. Thus the rate of
this transmission is:

3
3-<1—M 1> F. (22)
2
Ay, Az, Aus, Ao Az, A2, Ass, Aras Asz, Aiz, Ass, A1as
. — ) Bi1,B12, B3, Bizs 7. — ) B2 D12, Bas, Bizs 7. — ) D3 Bis, B3, Bizs (19)
! C1, Cr2,C13,Chzs ? Cs, Cr2,Ca3,Ch2s ’ C3,Ch3,Ca3,Chas
K1, K12, Kis, K123 K2, K12, Kas, K123 K3, K13, Kas, K123



Again considering user 1, we can see that the fragments bt present in its cache i.edy, Az, A3, A3 are extracted from
the entire transmission. The same holds true for the otrensughe rate for the composite transmission s ) is obtained

by summing[(2D),[(21) and(R2):
2 2 3
RE(M)F:F(MQ_1> (1—Mz_1)+3F(M2_1)-(1—Mz_1) +3F(1—M2_1)

_3<1—M2_1) 3(M2_1) <1—<1—M2_1)3>F, (23)

which is the expression given in Theordth 4 fdt = K = 3. Now, we haveM € &=1{1.2, ... N} +1 = {3, 1 3}.
Considering the poind/ = 5/3, we haveRP (M) = 38/27. Thus the paif M, RP) = (5/3,38/27), is securely achievable.
This is seen from théM, RP) trade-off in Fig[6(d). Similarly other points on the tradiécurve can be evaluated using other

feasible values of\Z. All points on the lines joining the achievabl@/, R?) points are also achievable. O

Next, we consider the centralized and decentralized todfdf®r a large number of files and users. Hig. 6(b) illustsatiee
case forN = K = 20. Compared to Fig. 6(p), we can see that as the number of filksisers increase, the decentralized
scheme approaches the centralized caching. Thus for langder of files and users, the rates asymptotically equalThis
also implies that in the decentralized case, similar to #m@ralized case, that the cost for securityaisost negligiblevhen
number of files and users increase][24]. The following theoend corollary compares the rate of the achievable secure
decentralized scheme given in TheorEim 4 to the lower bounthemate of the optimal secure scheme given in Thedrem 2
and the rate of the achievable secure centralized cachhmnse given in Theorei 1.

Theorem 5. Given RP (M) be the rate of the secure decentralized caching scheme giwexigorithm2 andR: (M) be the
rate of the optimal secure caching scheme, foffiles andK users, each having a cache si%’g}—l +1<M<N,

RP (M)

S <17, 24

R:OD) = 24
The proof sketch of Theorefd 5 is given in Appenflix E. Theoféimplies that no scheme, regardless of complexity can
improve by more than a constant factor upon the secure datieatl caching scheme presented in Algorifim 2 for themive
regime of M. The gap is unbounded only for the caselof> N in the regimel < M < % + 1, which is negligibly small
for large N, K as discussed in Appendi¥ E.

Corollary 6. Let RS (M) be the rate of the secure centralized caching scheme giv@heéorenill and?? (M) be the rate
of the secure decentralized caching scheme given in Thddrdtor NV files andK users, for% +1< M < N, we have
RP(M)
RE(M)
Corollary[8 is a direct outcome of Theorefds 3 amd 5. It shows the decentralized scheme is at most a constant fagtor
worse than the secure centralized scheme in the given regfimeé.

<17, (25)

V. DIScUSSION ANDOPEN PROBLEMS

In this section, we discuss some of the open problems andigates of the current work:
e Extension to Non-Uniform File Popularities and Multiple idands per UserThe problem of caching with secure delivery
discussed in this paper assumes all files have uniform pofyul/e presented an extension of the secure delivery seitem
the case for non-uniform file popularities in [25]. Furthems, in this paper, we consider the secure caching problerthéo
case of single requests from users at a given time instantekder, an interesting case is when users demand multiplel. sa
files at a given instant. The non-secure problem was addtdes@ an graph based index coding perspectivé_in [26], while
for the secure case, it is an interesting area for future work
e Noisy Links & Multiple Eavesdroppers$n the current treatment of the security problem, it is alsriesting to note that
the presence of multiple eavesdroppers would not alter theepted results since each eavesdropper would view the sam
multicast transmission which leaks no information abowt fifes. This is due to the fact that we consider noiselesyetgli
in this model. The analysis of the problem for multiple ealveppers in the presence of noisy links is a direction of reitu
research.
e Extension to Multiple Requests over timinother area for future work is the case of security in delivg content for
multiple requests over time i.e., security for an onlineamdaching scheme similar to the onelinl[10] which would rezjui
a key generation technique such that collection of keys twer by an eavesdropper cannot lead to information leakage.
e Closing the Gap in Small Buffer CasEinally cIosin? the gap between the achievable rate andrifeemation theoretic
optimal secure rate foK' > N in the regimel < M < E=N)IV=1) | 1 for the centralized scheme and< M < % +1

KN
for the decentralized scheme, is an interesting open prable



Algorithm 1 Secure Centralized Caching Algorithm

Centralized Cache Placementfor files W1, ..., Wx
Lt=KM-1)/(N-1)

2. forne{1,2,...,N} do

3: Split file W, into equal sized fragmentd’,, 7 : 7 C {1,2,...,K},|T| =t
4: end for

5. Generate key& 7, such that7, C {1,2,...,K},|Tx| =t+1
6: for ke {1,2,...,K} do

7 forn=1,2,...,N do

8: File W, 7 is place in cacheZy, of userk if k € T
9: Key ICr, is placed in cacheZy, of userk if k € Ty,
10: end for

11: end for

Coded Delivery:

12: for S such thatS C {1,2,...,K},|S|=t+ 1 do
13:  Server send§Ks res Wy, s\ (1}

14: end for

VI. CONCLUSION

In this paper, we have analyzed the problensefurecaching in the presence of an external wiretapper for bettiralized
anddecentralizedcache placement. We have proposed a key based secure cathiegy which is robust to compromise of
users and keys. We have approximated the information thieangtimal rate of the secure caching problem with novelarpp
and lower bounds. It has been shown that there is a constdtiplicative gap between the optimal and the achievablesat
for the given scheme in case of both centralized and dedizetiacaching scenarios for most parameters of practi¢atést.

We have shown that for large number of files and users, thaesdmnunds approach that of the non-secure case i.e., the cost
of security in the system is negligible when the number okfded users increase.

APPENDIXA
PROOF OFTHEOREM[]

In this section, we discuss the secure centralized cachimategy which achieves the upper bouR§ (M) as stated in
TheorenTl. The algorithm achieving the rate in Theokém 1 és@mted in Algorithnill. These are two phases in the caching
strategy: the storage phase and the delivery phase. Wedeorssicache sizd/ < N and M € % -{0,1...., K} + 1. Let

t€{0,1,..., K} be an integer betwedhand K. The cache memory size can then be parametrizetds;

N-1 Nt t
t+1l=—+1-——. 26
K * K * K (26)

. Next, we break up the total cache memory into data memorykaydmemory,M =

M =

K(M-1
From [28), we have = X(M-1)
Mp + My, as follows:

t Nt
Mg=1——; Mp=M—Mg=—. 27
K K’ D K K ( )

From the discussion in Sectignllll, we know that t@nventional secure scheraehieves thé)/, R) pair (1, K) and (NN, 0).
ThusR*(1) < K and R%(N) = 0. We therefore consider the case in whickc M < N. In this caset € {1,2,..., K —1}.
Storage Phasein the placement phase, each fifg, for n = 1,..., N is split into (If) non-overlapping sub-files of equal
size F/(}):

Wp=Wynr:7CA{L,....K},|1| =1). (28)
For eachn, the sub-fileW,, . is placed the cache of usérif k € 7. Since|r| = ¢, for each usek € 7, there aret — 1 out
of K — 1 possible users with whom it shares a sub-file of a givenlfile Thus each user cachéé(f:ll) sub-files. Next we
generate a set of keys, each of the size of a sub-file i.e. ef}é,h(ff):

(Kp, i1 C{1,..., K}, || =t +1). (29)

The keyXC,, is placed in the cache of usérif k € 7. The keys are generated such that all the keys are orthogmealch
other and each key is distributed accordingkip, ~ unif{1,2, . ..,2F/(t)}. Again, since|r;| = t + 1, each usek € 7,
shares keyC,, with ¢ out of K — 1 possible users. Thus there a(lfét_l) keys in the cache of each user. Given each key and
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sub-file has sizeF/(lf), number of bits required for storage at each user is:

() ()

t

FNt t Nt t
= +F(1—?)—F(?+1—?>_FM (30)
which satisfies the memory constraint.
Delivery Phase:We now elaborate on the delivery phase. Consider a requesin, , ..., d;) € {1,..., N} where user

k requests the fil&V,, . LetS C {1,..., K} be a subset 0fS| = ¢+ 1 users. Every users inS share a sub-file in their cache
which is requested by thie+ 1-th user. Given a usér € S and|S\ {k}| = t, the sub-filelV;, s\ (x is requested by usdras
it is a sub-file ofiWy, which is missing at usek sincek ¢ S\ {k}. The file is present in the cache of theserss € S\ {k}.
For each such subsé&tC {1,..., K}, the server sends the following transmissidfy, .. %z {ICS PBses stys\{s}} such
that {S C {1,2,...,K},|S| = t +1}. The number of subsetS is (,'¥,). Thus there ard,” ) transmissions and an unique

key associated W|th each transmission i.e., there(g’f{e keys in the system. Each transmission has the size of a sabfile
thus the total number of bits sent over the rate-limited sk

RSC(M)F:( K). F _w.p

t+1) (%) 14 KMD
K( M 1)
N c N N—1
= R:(M) <R, (M) = I ROCD (31)
N-1
Next, we show that the delivery phase does not reveal anynr&tion to the wiretapper i.e., we show that
I(X(dl,...,dk);wla---aWN) =0 (32)

We have,

. WN)

=H (X4, a0) — H (X, d) Wi, -, W)

=H (X(4,..a)) — H ({ICS Dses Wa, s\(st : S| =t + 1} Wi, ..., Wn)

= H (X(a,,...ar)) —H{Ks : [S| =t + 1} [W1,..., W)

=H (X(4,....a)) —H({Ks : |S| =t +1}), (33)

where, the last equality follows from the fact that the keys aniformly distributed and are independent of the files
(W1,...,Wy). Using the fact thaf{ (A, B) < H(A) + H(B), we have:

H (X (ay,...ax)) = H({Ks ®ses Wa, 5\(s) + [S| =t +1})
(1)

Ix

<

(]

H (/Cgi Dses; st,&;\{s} : |SZ| =t+ 1)

=

i

< Z;) log, (%) — (tfl) log, (%) . (34)

(t+1)
H({Ks:|S|=t+1}) = ZH s S| =t+1)

] Z o () = () s () o)

where the equality in[(35) follows from the fact that the keys,, for all ¢ are mutually independent and distributed as
K
unif{1,2, - 2F/(t)}. Substituting [(34) and(35) intd (B3), we have:

—
+x |l

On the other hand, we have:

I(X(dl,,,,,dK);Wla---aWN) <0. (36)



Using the fact that for any, Y, I(X;Y) > 0, we have:

I(X(dl,...,dK);Wla'"7WN) = O, (37)
which proves that the ratBS (M) is securelyachievable. This completes the proof of Theofdm 1. O
APPENDIX B

PROOF OFTHEOREM[Z

In this section, we prove the information-theoretic loweuhd onR: (M) for any N, K € N. Let s be an integer such
thats € {1,...,min{N, K'}}. Consider the firsts cachesZ,...,Z,. For a request vectofd;,ds,...,ds,dsi1,...,dK)
= (1,2,...,s,0,...,9), the transmissionX; = X4, .. 4,), along with the cache&, ..., Z, must be able to decode the
files Wy,...,Ws. Similarly there for another requetly, ds, ..., ds,dst1,...,dx) = (s + 1,5+ 2,...,28,¢,...,9), the
transmissionX ., which along with cache&y, .. ., Z;, must be able to decode the fild4 1, . . ., Wa,. Thus considering N/ s |
different requests, the transmissions from the centralesedenoted byX;, ..., X| /|, along with the cacheg, ..., Z,,
must be able to decode the fil&;, ..., W, /. Let

W= {Wi,...,Wqnss }
X ={X1,....X|ns)}
Xy = { Xt Xomn, Xigas oo X vys) )
Z={Z,....,Z}.
In addition, we also have constraints based on file retriaudl security. The file retrieval constraint is based on tlee tfaat

given all possible transmissions and caches, all files canbearetrieved. The security constraint is that a wiretafgbeuld
not be able to retrieve any information about the files from mansmission by the server. Using Definitigh 1, we have:

HWI|X,Z) <e (38)
IW;X))<e 1=1,...,|N/s| (39)
We present a novel extension to the cut-set bound argum@htd2nclude the security and file retrieval constraintsn€ider
the information flow consisting of transmissioAs, ..., X |/, and cache<’y,. .., Z, for decoding filesiVy, ..., Wy n/s)-

This flow has minimum capacity| N/s|. Thus, we have:
s|N/s|F<H(W)=I1(W;X,Z)+ H(W|X,Z)
— o~ o~
W, X,7) +¢
_ 7 (W;{Xl,...,XLN/SJ},{Zl,...,ZS}) te
= I(W; X)+1 (W, X\{l}, Z|Xl) +e€
—_~ ~ ~
<1 (W;X\{l}, Z|Xl) + 2

<H (X\{l},Z) + 2e¢
[N/s]

< > H(Xi>+XSjH<Zj>+2e
i=1,i#l j=1
< (|N/s| =1)R:(M)F + sMF + 2¢
= s|N/s| < (IN/s| — 1) R (M) + sM + % (40)

Solving for R} and optimizing over all possible, we have:

N/s| — sM — 2
R (M) > max lim sLN/s] = £
s€{1,...,min{N,K}} =0 [N/s| —1

- ma g SM-1)
= se{l,...,m?n{N7K}} ( (1] - 1)) ’ (41)

S

which concludes the proof of Theordrh 2. O
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APPENDIXC
PROOF OFTHEOREM[3|

In this section, we prove that a constant multiplicative g@xjsts between the securely achievable rafe(M) given in
TheorenTll and the optimal secure r&tg(M ), for the regime

(K—N)(N-1)
1,1V <M< N. 42
max{ KN + 1, < < (42)
We consider two cases for the value &t Firstly, for K < N, we have from Theorein] 1:
M—-1 M—-1
R; (M)_K(l N—l) min{N, K} (1 N—l) (43)
For the case o > N, (42) reduces tdK — N)(N —1)/KN +1 < M < N. Thus we have:
(K—=N)(N-1)
1< M
KN +1<
1 1 M—-1 1
— < K- <
N K=N-1 = Ty RMTS
M-1
K <N
- ( N—1)1+KM = >

= RSC( ) <min{N, K} < > (44)
To prove the constant gap result, we focus on two cases:
Casel: min{N, K} <17

Settings = 1 in Theoren{® gives the following lower bound on the optimaluse rate:

Ri(M) > (1—%:11) “
Hence from [(44) and(45), we have < (M)

RO(M)

R () < min{N, K} < 17. (46)

Case2: min{N, K} > 18
For this case, the rate in Theorémn 1 has 3 distinct regimes:
o Regimel:
max{% O} <M-1<1. 2max(1 %)
« Regime2: 1. 2max(1 ML) < M —1<0.0628(N —1)
o Regime3: 0.0628(N —1) <M —1< N -1

We consider each of the three regimes separately.

H . K—N)(N—-1 _
Regime 1: max %,O} <M —1<12max (1, 521)

By Theoren{ll, we have:
RS (M) < RS (1) < min{N, K}. (47)

By Theoren® and using the fact tha¥V/s| > N/s — 1, we have:

s2(M —1)
(M) >s— 2 )
Ro(M) 2 s = —

. o . . N— .
Settings = [0.1586 min{N, K'}] € {1,...,min{N, K} } we get, forM/ — 1 < 1.2max (1, 2=1):

R:(M) > R} <1.2 max (1, %) + 1)
(0.1586 min{ N, K})? - 1.2 max (1, %)

N —2-0.1586 min{N, K}

(48)

> 0.1586 min{ N, K} — 1 —
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. 1 (0.1586)% - 1.2
> N, K 1 — -
> min{N, }{O 586 min{N,K} 1-2- (0_1586)min{1,K/N}}

1 1.2-(0.1586)2
18 1-2-0.1586

> min{N, K} {0.1586 - -

> % min{N, K}. (49)

Combining [4¥) and[{49), we have:
RE (M)
Ry (M)

Regime2: 1.2max (1, 2=) < M —1 < 0.0628(N — 1)

<17. (50)

Let M be the largest multiple of’ =L less than equal td/ such that

0<M— <M< M. (51)

ChoosingM = M — (N —1)/K, and using the fact thaR< (M) is monotonically decreasing if/, we have:
RY (M) < RY (M)

M -1 1 1 N -1
<K-<1- — 5 < 52
= { N—1+K} 1+M_1_<M—1>’ (2)
N—-1
where we have used/=1 > 1 in the last inequality. Now setting = [0.15308=% | € {1,..., min{N, K}} in Theoreni,

we have:

- 0.15302. N=12 . (af — 1
RZ(M)ZO.153ON 1 M1 (N71 )
M—1 N —2.0.1530- 2-1
N-1 0.15302
> {0.1530 —0.0628 — m}
1.2
1 /N-1
> 1~ .
=17 (M - 1) (53)
Combining [52) and[(33), we get:
REOD _ "
Ry(M) =

Regime3: 0.0628(N - 1) <M —1< N -1

Let M — 1 be a multiple of(N — 1)/K less than equal t6.0628(N — 1), such that
N -1

0<0.0628(N —1) — < M —1<0.0628(N —1). (55)
Then using Theoreid 1 and the fact thdt < M, we have:
1 _ 1
C C
RS(M)'WSRS(M)'W
N-1 N-T
_ 1 M—-1
C c
=R (M) < R/ (M) ——— - (1— N—l)
N—-1
_ 1 M-1
<RM) —— . [1— . 56
< R =5 0628 ( N—l) (56)
Now by Theorenill and using (55), we have:
RO < g < : . (57)

Thus we have, fron{(36) anf (57):

1 M-—1
c
M) < 1— . 58
B )_0.0628(1—0.0628)< N—l) (°8)
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Settings = 1 in Theoren R, we have the following lower bound:

RI(M) > (1— M‘l). (59)

Thus combining[(38) and (59), we get:
RY(M) 1
R:(M) ~ 0.0628(1 — 0.0628)

<17. (60)

Thus we have proved that for andy, K € N and all % +1 < M < N, there is a constant multiplicative gap &f
between the achievable rate and the information theorgticnal. This concludes the proof of Theoréin 3.
Remark2. For K < N the gap is bounded for the entire feasible regimd of M < N. However, forK > N, the gap is
unbounded in the regime:
(K—=N)(N-1)
KN
(N

and scales with the number of uséts However, X=20(N-1)

1< M< +1,

=1 <1 for any K > N and thus the regime is a fraction of the
value of M and is in general negligible wheN is large. Also, the regime is always below the values\Mffor which the
data memory dominates key memory i.2f,> 2N/(N + 1) > 1, thereby making it a regime of lesser practical intere&f.

APPENDIXD
PROOF OFTHEOREM[4]

The decentralized algorithm which achieves the rate in Tédm@® is given in Algorithni 2.

Algorithm 2 Secure Decentralized Caching Algorithm

Decentralized Cache Placement:

1 for ke{l,...,K},ne{l,...,N} do

2: User k randomly cache%F bits of file n.

3: end for

Delivery Procedure for request(d, ..., dk)

Centralized Key Placement:

Central server maps the cache contents to fragments in the
filesWy, ..., Wy and generates keys as follows-

4. for i =0,1,2,..., K do

5: forn=1,2,...,N do

6: Wy ={Wy 7}, T CA{L,...,K}:|T|=1isuch thatiV, ; is cached at usek, if k € {T}
7: end for

8: end for

9: for s=1,2,...,K do

10: for SC{l,...,K}:|S|=sdo

11: Key Ks is generated

12: Ks is placed in cache of usérif k € {S}

13: end for

14: end for

Coded Secure Delivery:

15: for s= K, K —1,...,1do

16: for SC{1,...,K}:|S|=sdo

17: Server send§Ks ©res Wa, s\ (1} |

18: end for

19: end for

Conventional Delivery Procedurefor request(ds, . ..,dx)

20: Server places individual keys of sizé — &=1)F bits at each user’s cache

21: for n € {0,..., N} do

22: Server sends enough random linear combinations of bits énnfiXOR-ed with individual keys for the all users
requesting it

23: end for
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Given N files andK users, each with a cache size/dfF’ bits, we first show that the memory constralit ¢ %H— 1 for
t € (0, N] is valid. We then evaluate the rate of Algoritifith 2 and showt tha multicast delivery is information theoretically
secure.

Considering the proposed decentralized scheme in Algofheach user is allowed to cache any random subs%g%fF
bits of any fileW,,. Since the choice of these subsets is uniform, given a pédatibit in file 17,,, the probability of the bit
being cached at a given user is:
a2 M—1
- N-1
Considering a fixed subset efout of K users, the probability that this bit is cached exactly aséeusers and not cached
at the remainind K — s) users isq*(1 — ¢)% ~*. The expected number of bits &F,, that are cached at exactly thos@isers
is given by:

q € (0,1]. (61)

E [# of bits of W,, ats user$= Fq*(1 —q)%*. (62)
The actual realization of the random number of bits of a¥ilg cached ats users is within the range:
Fg*(1—q)" = £ o(F). (63)

For ease of exposition, we consider all the fragments of filewed bys users have the same size. Hence the fagtét) can
be ignored for large enough.

Memory Constraint

Next, the server maps the contents of the users’ caches tovertapping fragments in files such that each fragmentatsfle
which users have cached the bits contained in the fragmeaferihg to Algorithm[2, Line 4, the variablé signifies the
number of users which share a given file fragment. £er 0, the file fragments aréV,, , which is not stored at any user.
Wheni = 1, the file fragments aréV/,, ;, for k = 1, ..., K which are stored only at one user and hence shared by none. In
general for anyi, the fragmentd¥,, s such that|S| = i are stored at users and shared by any given user with 1 other
users. Thus, for a given a usky the number of fragments it shares with- 1 out of the remaining’ — 1 users for each
is given by(ffjll). From [62), we have the size of fragments which are storectattly i users isF'¢*(1 — ¢)%~%. Thus, the
total memory at each user for storing data is given by:

KK -1\ .
MDF:N-Z(Z__l)Fql(l—q)K_Z
i=1

i—1
i—1=
M-1

=Ng=N 64
q N1 (64)
Next, we describe the centralized key placement. For eabkssuS C {1,...,K} of size s, i.e., |S| = s, wheres =

1,2,..., K, akeyKs is generated as follows:
Ks ~ unif{l, 2, .. .,2Fq5’1<1—Q>K’S“}. (65)

Subsequently, the keis is placed in the cache of usérif & € S. The centralized key generation and placement phase
is inherently related to the delivery phase of the decdm&dlalgorithm since the size of a key is related to the sizélef
fragment which is encoded with the key during coded deliv€gnsider the coded delivery phase in Algorithim 2, Lise- 19.
Given a requestds, . .., dx), the composite transmissiali 4, .. 4, IS sent by the server. The composite transmission can
be written as:

K
X(dl »»»»» dr) — {X(Sdl.,...,dK)} ) (66)

s=1

whereX?, . consists of(*) transmissions, one for each possible sub&ef sizess i.e.,

i) = {Ks ®res Wa, s\(wy IS = s} (67)

Wa, .s\{x} denotes the part of the fil#’;, requested by usér which is present in the caches all the users in&except
in the cache of usek. The keyKs is associated with the transmissioncsWy, s\¢x}- Furthermore, from the design of the
key placement, the kel s is available in the cache of all theusers in the sub-se. Since|S \ {k}| = s — 1, from (62) we
have, the expected size of the fragméhf, s\ (x) is given by Fg*~'(1 — q)X—**+1. For a fixed value of, the size of each
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transmission inX¢, ~ ,  is given by:
max [Wa, s\(k3| = Fg* (1 —gq)f =t (68)
Thus, each keyCs must be chosen with the size:
IKs| = maX|de s\iwyl = Fg* ' (1 — )" 1, (69)

which is precisely how each key is generated according t). (86w, for a given value of, a userk needs file fragments
contained inS '\ {k} i.e., s — 1 other users in the s&. This set ofs — 1 users need to be chosen out of the remairing 1
users. Thus for each, there are(Kfl) keys associated with each user. Thus the total number of &egach user is given

by X, (%7) = 2K~ The total memory occupied by keys at each users’ cache @ngiy:

MgF = Z( )F s — g)fistt

K -1
Mg =(1-q)) (S . )Fqs‘l(l — g

s=1
M—-1
=(1—-q¢)=1-— . 70
(1-1q) N1 (70)
From [70) and[{64), we have:
M—-1 M -1

MD+MK_NN_1+1—N_1_M, (71)

which proves the memory constraint. Putting, = ¢, the memory break up can be parametrized as:

t N -1

M=t 1——)= t+ 1. 72
+(1- )= ——t+ (72)

Now, whent = 0, M = 1, which is the condition for storing just keys in caches anudgeg entire files over the shared link.
On the other hand, when= N, M = N i.e., the entire files are stored in the caches and there i®ad for a transmission.
Thust € (0, N] is the region of interest. Henckl € 22 . (0, N] + 1 is valid. Note that the constraint al/ is due to the
centralized key placement and is thus the cost for security.

Remark3. Considering the range for file fragment size[inl(63), if we sider that the fragments are not indeed of equal size,
then in turn the key size is also within the rangigc + o(F). If this is the case, then the cache memory constraint will be
within the rangeM +o(F"). Sinceo(F") can generally be ignored in comparisonif, the cache memory constraint is satisfied
on an average. <&

Calculation of RP (M)
A. Analysis of Conventional Secure Scheme

In conventional secure delivery scheme, #or< K, the worst case request corresponds to at least one usesteguevery
file. Considering all users request filg,,, they all haveF' (M — 1)/(N — 1) of its bits already in their cache. Thus at most

F (1 — —) + o(F) random linear combinations need to be sent to the users stigehe filen. For ease of exposition,

o(F) can be ignored. In the conventional scheme, each kistores an unique ke, of size (1 — &= ) F bits which is
XOR-ed with the data before transmission. Although theere /érfiles, each users’ request needs to be secured with a key.

Thus, in contrast to the non-secure caselin [8], the unicalstedy is done forK users and the normalized delivery rate is
M—-1
K(1-%4).
If N > K, then at mostX different files can be requested. The transmission thus Imasraalized rate of{ (1 — %)

Thus, for allN and M € (1, N], the conventional scheme has a normalized rate of:

M—-1
conv _ _
RS (M)_K(l N—l) (73)
B. Analysis of the proposed scheme

Considering the secure delivery procedure for the codetlicgcscheme in Algorithni]2, we can see that there (afsféz
subsetsS of cardinality s. Thus there are(f) transmissions for each = K, K — 1,...,1. Now, for the coded secure
transmission, the unique kdys is associated with each subset The total number of unique keys in the system is given by

Zf:l (Is() =2K -1
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Now, considering the fragment size Bf;, s\(x} in (€8) and the transmissioN;, ;. in (67), for each value of, the
size of each transmission is given by:

S K S— —S8
| X, = <3)Fq "1 =gt (74)

Summing over all values of, the rateRS(M1), of the composite transmissioi g, . 4, Is:

K

reonr =3 (%) reta - e

s=1

RY(M) = 1-q. XK: (IS{) ¢ (1—q)%*

I
—
—_
|
—~
[u—
|
()
S~—
=
~—

|2
—
gl
e
N
—
|
N
—
|
=z =
.
==
N—
=
~

M—1 N-1 M—1\"
_K(l_N—1)'K(M—1)'<1_(1_ﬁ) ) (75)
The server can use either the proposed scheme or the camansiecure scheme, whichever uses the minimal rate. Thus
combining [7B) and[{75), Algorithinl 2 achieves a rate of:

RP(M) = min { R®™(M), R%®(M)}

f N-1 M-1\"

which is the result[{117) presented in Theorgm 4.

Proof of Secure Achievability
Next, we show that the delivery phase does not reveal anyn#ton to the wiretapper i.e., we show that:

I (X(ay, ar)yi Wi, ..., Wn) =0 (77)
In the decentralized scheme, the central server transijits. . 4, to satisfy the requesi{gly, . .., dy) of the K users. The
composite transmissioN (4, .. 4., given in [66), consists o(f) transmissions for each= K, K —1,...,1. We have:
I (X(dhm-,dk); Wl, ooy WN)
- H (X(d17 adK)) - H (X(dl7~~~;dK)|W1? L} WN)
K
— H (X(gy....a0)) — H {del-,--de)}S:l Wi, .. .,WN)
K
= (X(d1 7777 dK)) —H({{KS Dres deﬂg\{k} : |8| ZS}}S:1|W1,...,WN)
K
= H (Xay,..a0) = H ({{Ks 1 18| = s}, 7, Wiy

= H (X)) = H ({{Ks 18] = 5154 (78)

where, the last equality follows from the fact that the keyes aniformly distributed and are independent of the files
Wi, ..., Wn. Using the fact that/ (A, B) < H(A) + H(B), we have:

—H ({X(Sdl,,..,dk)}K ) < ZH (X(Sdl,...,dK))

s=1
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—~
)

)

Mx

H (Ks, ®res, Way s\ (1} : [Si] = 5)

>
s=1i=1
K (%)
< ZZIOgQ q)K—s-i-l)
s=1i=1
K
= Z <Is() 1og2 q°~ 1(1 — q)K75+1) . (79)

@
Il
a

On the other hand, we have:

H ({{Ks 1S = s
K K (¥)

=Y H({Ks:|S|=s})=> > H(Ks, :|Si]=5)

s=1 s=1i=1

K
=3 log, (Fg*'(1— g =)

K
=> (IS() logy (Fg*~' (1 — ) —**1), (80)

where the equality in(80) follows from the fact that the keys orthogonal to each other and they are uniformly disteitbu
as in [65). Substitutind (T9) anf{80) info[78), we have:

I (X(ay, ar)yi Wi, Wn) <0 (81)
Using the fact that for any, Y, I(X;Y) > 0, we have:
I(X(dl,...,dK);le"'7WN) =0 (82)
which proves that the ratB? (M) is securelyachievable. This completes the proof of Theofém 4. O
APPENDIXE

PROOF OFTHEOREM[G

The proof for Theorerhl5 is similar to the proof of Theorgim 3 ipp&ndixC. We prove that a constant multiplicative gap
exists between the achievable decentralized secure rategaren# and the information theoretic optimal for the mesyi

N -1
—+1<M<N 83
M (83)
For the case of{ < N, from Theoreni#, we have, far< M < N,
M -1 M -1
b < — ——— ) = mi — .
R; (M)_K(l N—l) min{ N, K} (1 N—l) (84)
Again in the case of{ > N, we have
N -1 N -1
M > 1 N 85
2 tl= < (85)
Now, settingr = 1 — &=L and substituting in{85), we have:
! <N (86)
1—r
Since0 < r < 1, we have
1 K—1 )
~ Z r* < N, (87)
—-T
1=0



which becomes tighter a& — co. Noting that [8Y) is a geometric series, we get:

K-1

- 1—rK
Y ri<N = <N (88)
= 1—r
Substituting the value of, we have:
N -1 M—1\"
1—11-— <N
(- (o220 5
M—-1
= RP(M) < min{N, K} (1 e (89)
Thus in generalRP (M) < min{N, K} (1 - %) for the regime:
Nliicmen (90)
N
Next, we consider two casestin{N, K} < 17 andmin{N, K} > 18.
Casel: min{N,K} <17
From [89), we have:
M -1
RP(M) < min{N, K} <1 - 1) : (91)
Also, settings = 1 in Theoren{ 2 gives:
M -1
R:(M)>(1- . 92
jon > (1- 3=1) (©2)
Thus we have: RP(M)
s < min{N, K} < 17. 93
Formin{N, K} > 18, we consider 3 distinct regimes:
Regime 1: A= 4+ 1 <M —1<1.2max (1, 521)
Regime 2: 1.2max (1, Y21) < M —1 < XU
Regime 3: (Nl;l) <M-1<N-1
We consider each of the three regimes separately.
Regime 1: 84 +1 < M — 1 <1.2max (1,521
By (89), we have:
RP(M) < RP(1) < min{N, K}. (94)
By Theoren2 and using the fact tha¥V/s| > N/s — 1, we have:
s2(M —1)
R:(M)>s— ————= 95
S( ) — s N _ 25 ( )
Settings = |0.1586 min{N, K } | we get, forM — 1 < 1.2max (1, £=1):
N -1
, (0.1586 min{N, K })? - 1.2max (1, 2=1)
> 0. -1-
= 0-1586 min{ N, K} —1 N —2-0.1586 min{N, K }
. 1 (0.1586)2 - 1.2
> N, K} {0.1586 — -
= min{N, K} { min{N,K} 1-2-(0.1586) min{L, K/N}}
. 1 1.2-(0.1586)2
> N,K}<{0.1586 — — — —————
z min{N, }{ 13 1—2~O.1586}
1
> T; min{N, K}. (96)
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Combining [9#) and[{96), we get:

RP(M)
=L <17, 97
ryon) = o
Regime 2:1.2max (1, 52) <M -1 < %
Using [89), we have:
N —1 N -1
D(m) < —-1< : 98
RP(M) < 57— —1< 77— (98)
Now settings = [0.14604=% | in Theoren{®, we have:
2
N -1 0.1460% - =17 (M —1
R*(M) > 0.1460 —1- e — )
M—1 N —2-0.1460 - Y=L
N -1 { 1 0.14602 }
> 0.0.1460 — — — ———
M -1 17 1 - 20160
1 /N-1
> — . 99
=17 (M— 1> (%9)
Combining [@8) and[{39), we get: b
Ry (M)
—= <7, 100
Ri(0M) = (100
Regime 3: "N < v —1<N -1
From [89), we have:
N -1
RP(M) < 1. 101
PM) < T (101)
Settings = 1 in Theoren{ R, we have again:
M -1
RI(M)>(1- . 102
o0z (1- 557 (102)
Thus combining[(101) and (ID2), we get:
RP(M) _ i — |
<
Ri(M) = 1- 221
N -1
= < 1T7. 103
M—1" (103)

Thus we have proved that for any, K € N and all% +1< M < N, there is a constant multiplicative gap 0f between
the achievable secure decentralized rate and the infam#ieoretic optimal for any secure scheme. It is to be ndtatifor
K > N, the gap is unbounded in the regime

1<M<N_1+1, (104)
and scales with the number of uséks But % < 1 for any N and thus the regime ¥/ in which the gap is unbounded
is in general negligible, especially whé¥i, K are large. This concludes the proof of Theoifdm 5. O
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