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Abstract— Cloud-RAN (C-RAN) is considered a prime enabler in RRH complexity and the incurred limitation in RAN featare
to 5G with promising resource pooling gains, tighter coordhation  Table | summarises the agreed messages from the C-RAN/D-
among cells, and cost saving in remote radio heads and coresnd- - pAN comparison. The gap in these studies is a quantitative
ing deployment and operation. However, C-RAN brings stringnt - . . . .
requirements on the backhaul last mile, or the fronthaul, interms Compar'son of hOW muchiis lost and hQW much is gained with the
of capacity, latency, and synchronisation, to the extent tht direct various RAN architectures, when looking at the problem fram

fibre is believed to be the only plausible fronthaul solutionKnowing  joint backhaul-RAN perspective.

that more often than not, fibre to the home is not available and Bhaumik et al. presented the CloudIQ architecture, a first
is a cumbersome and costly technology to provide, what are &
alternatives for deploying C-RAN? How much loss is incurredin TABLE |

a 5G network if C-RAN is not available? On the other hand,
the distributed RAN (D-RAN) is less demanding on the backhal
but is believed to lack in performance in terms of resource uage

COMPARISON BETWEEND-RAN AND C-RAN ARCHITECTURES

. h Factor D-RAN C-RAN
and efficiency of RAN deployment. In this work we address the Cost of RRA High Low
comparison between C-RAN and D-RAN from a joint RAN and Planning, deployment, maintenance of RRHHigh Low
backhaul perspective in a quantitative manner, using a casstudy Energy efficiency of RRH Lowt High
approach. Our results show that C-RAN is indeed cost effecte gl‘?;:n‘l’; B%‘é e — Hjﬁ Eé?/\?ﬁ
and advantageous from a joint perspective; moreover, intenediate Energy%’mdsm{/ U T Figh:
functional spllits between the C-RAN and the D-RAN are promisng Potential for resource pooling Cimited | High
as an evolution path towards 5G, in the absence of fibre. Fronthaul requirements Relaxed | Exigent
. . . Cost of backhaul/fronthaiil High Higher
Index Terms— C-RAN, D-RAN, cost analysis, functional split, Level of inter-cell coordination Limited | Maximum
backhaul, fronthaul +On/Off switching in a D-RAN architecture may be used to ecoise on energy consumption,
but due to the complexity of the small cell, each would regdditional energy for cooling and
environment control and would still consume more energy witds ON. The C-RAN RRH has
low complexity, hence is more robust and requires less grergperate.
1The cost of the backhaul in a D-RAN architecture is high inwief the additional capillaries
I . I NTRODUCTION needed to connect all cells to the backbone. For the samarszehe cost of the fronthaul is higher
as a result of higher exigence, thus the need for more bakiwiss latency, resilience, etc.
Cloud or centralised radio access network (C-RAN) is pre- §Relative to D-RAN, corresponding cost of all RRHs.

sented as a key disruptive technology, vital to the readisat
of 5G networks. However, C-RAN is currently only feasiblattempt at providing a rigorous resource management frame-
with ultra-high bandwidth, very-low latency with highlyli@ble work enabling the trade-off between the quality and cost of
fronthaul; i.e. optical fibre. The C-RAN is based on spliftihe deploying/operating the network [2]. Their work, publishe
functions of the traditional radio base station and migigathost in 2012, is based on 3G cellular networks but was able to
to a shared pool of processing, called the base band unit \BBldentify key challenges, namely, the corresponding séirig
The radio base station then becomes a simple remote radib hesjuirements on the backhaul and the potential solution of
(RRH) and is connected to the BBU through the fronthaul. fiunctional split. Wang et al. in [3] discuss the potentials o
this case, how would 5G evolve in the absence of fibre, knowi@yRAN in a multi-RAT (radio access technology) network,
that only five countries in Europe have more than 15% coveragéh the support of network function virtualisation (NFVha
of fibre to the home [1]? software defined networks (SDN). Besides, they discuss the
The C-RAN versus D-RAN comparison has been addressednthaul/backhaul challenges and potential solutioddressing
qualitatively in the literature, whereas it requires a gitative the problem from two perspectives: variable levels of fiorct
analysis to enable tangible guidelines concerning the ANR centralisation and alternative fronthaul technology .(ergil-
versus D-RAN " dilemma. Studies that advocate C-RAN for itémetre wave or mmWave). Although the comparison provided
superior RAN functionality and significant RAN cost redocti is useful, nonetheless, the study remains qualitative aves d
emphasise that it is only feasible with a fibre-based framthanot provide numerical guidelines. China Telecom have direa
nonetheless, the latter is often unavailable and very esipen started deploying C-RAN but are, however, facing challeggi
and impractical to deploy. On the other hand, there are esudfronthaul issues despite the broad availability of optiadgh
that promote D-RAN because it operates over a realistic-badk the country. In [4], they propose the usage of the next
haul, but warns against the losing the centralisation besngfbst generation fronthaul interface, NGFI, instead of the commo
reduction and ease of deploying RAN features). Various funpublic radio interface (CPRI) which is not suitable for 5Gher
tional splits are also analysed from a fronthaul perspeaiivd NGFI is Ethernet-based, hence packet switched and does not
resulting reduction in overhead, while highlighting ther@ase naturally support frequency and phase synchronisatidatisns



are proposed but limitations still exist in the presencentdri-cell number of users connected to each small cell based on the radi
coordination techniques such as coordinate multi-point€). conditions and backhaul/fronthaul status. CRE is a hetaregus
Moreover, jitter and latency remain unsolved difficultiegig network feature that aims at biasing users to camp on thel smal
the realisation of NGFI. Besides, NGFI also looks at a défér cells by offsetting the cell ranking, traditionally based the
functional split in order to alleviate the fronthaul reqaritents received signal strength at the user terminal. Higher CR&ebf
and decouple its dependency on number of antennae, numiaues result in a higher number of users served by the small
of users, etc. The NGFI framework may indeed facilitate theells and higher area spectral efficiency, given that adsénc
realisation of 5G networks, however, the work presentedsddater-cell-interference coordination is in place. In thisrk, the

not address areas that lack fibre nor does it offer a cost sisalyfCRE offset is dynamically set, between 0dB and 12dB, using
of the solutions proposed. Authors in [5], propose a contpara self-optimisation techniques, in a way that backhaul cetige
study of the complexity of various functional splits verghg is avoided and total system throughput is maximised. A total
fronthaul cost, using graph theory and genetic algorithrfitd 18 possible deployment scenarios can be realised with the si
the optimised centralisation option. However, the autmensain RAN architectures and three backhaul technologies; mamg mo
at the theoretical level and do not offer tangible compeeatican be designed if a mix of backhaul technologies is conster
results of different fronthaul technologies etc. The RANaas Nine realistic combinations are selected for this studyafuhe
service (RANaaS) is used in [6] to enable flexible functis@it possible 18 to avoid backhauling high overheads over cgpaci
based on fronthaul availability; a study on backhaul regmaients limited links such as G.fast; these deployment scenaries ar
and impact on signalling processing is presented for differ detailed in Table II.

centralisation levels. In [7], the same authors compare#tef

requirements to the various backhaul solutions, putting/éod

guidelines for fronthaul dimensioning. A theoretic frantetvis '

proposed in [8] to evaluate the deployment cost of a network @@ /’
including RAN and backhaul. The model is used to assess the High capacity low delay fibre ~ TRe=mo™2 0/
benefits of centralised RAN, considering network costs aAN R > /‘
gain, with one specific level of centralisation and two polesi e et ORLRN v

backhaul technologies: microwave and fibre optics.

In this paper, we present a cost-versus-benefit analysi#-of eig. 2. Last mile of the small cell backhaul employs coppesesl G fast.
ferent functional splits, considering three types of backtech-
nologies: copper-based G.faspoint-to-multi-point microwave,
and optical fibre. The study takes on a joint backhaul-RAN
perspective and is based on a holistic network dimensioning f >
method using backhaul-aware dynamic cell range extension | y
approach [9]. The paper is structured as follows. Section I %

High capacity low delay fibre ‘ A

introduces the system model. Section Il describes the aodt

capacity assumptions adopted for different scenariogidely/ T\‘/
. . L . . elephone Macro-celland . '
presents the results with analysis and insights. Finadlgfisn VI exchange Microwavehub

summarises the findings and concludes the paper.

Il. SYSTEM MODEL Fig. 3. Last mile of the small cell backhaul is provisionedngsis point to

In this work, we follow a case-study approach to shed Iigf'ﬂun"pOInt microwave coverage.

on the presented open question. The case-study stems from a
network engineering perspective with the objective of glaiing

the minimum number of small cells or RRH to cater for a given

traffic load in a defined target area. A backward engineering § ﬁ
methodology is followed, whereby, given a fixed number of E%
small cells/RRH, the maximum system throughputis deri@&yd.

possible RAN architectures are considered, ranging froRAN Te,epm/,;j .
to C-RAN, including four functional splits as shown in Figut. exchange cabinet{splitter)
The centralised BBUs are assumed to be co-located with the , _ B _
macro-cells. Three backhaul technologies are studie(hsG.fE('Jgrh:'te'-cﬁorlggi ‘();thzfma” cell backhaul is provisionedngsfibre to the
microwave, and fibre-based, as shown in Figures 2, 3, and 4,

respectively. The dimensioning exercise is holistic cmgeboth

radio and backhaul last mile requirements and limitatidrse

system model assumes that the macro-cell acts as a backhaul l1l. CAPACITY AND COST ASSUMPTIONS

aggregator connecting all small cells in the area back to theThe factors that drive the RAN cost down when functions
backbone through an ideal connection (high bandwidth agge centralised are many-fold. Firstly, the complexity aize
low latency). The dynamic backhaul-aware cell range extens of the RRH decrease with more centralisation, implying lowe
(CRE) approach in [9] is employed in all cells to self-adjti# equipment cost, alleviated site requirements (e.g., ngolse-

curity, rectifier backup, etc.), and less operational ¢ostgEh
1G fast is a digital subscriber line (DSL) technology; Betands for the ITU- Y P ) P G

T G series of recommendations, wheréast stands for fast access to subscriberf'a-S mamtenancev pOV\.ler. bl!lS, and site lease. AISO’ planmng
terminals. installation and commissioning costs decrease with lesgtax

fbre links @ /‘

S/

»

High capacity low delay fibre
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Functional split C-RAN Split A Split B Split C
COST distribution

FCD1: Base-line  30% 15% 8% 15% 30% 2%
FCD2: BBU-biased ~ 20% 17% 9% 17% 35% 2%
FCD3: RRH-biased ~ 40% 13% 7% 13% 26% 1%

Fig. 1. The C-RAN architecture consists of breaking the eNt® & low complexity RRH and a shared pool of BBU. Various fior@al splits are also considered
in which more functions are kept at the RRH side and less iseshm the BBU. The D-RAN is the traditional RAN architectuire which the eNB includes

all of the above functions and connects back to the evolvettgbacore (EPC) through the backhaul. Three different eNition cost distributions (FCD) are
considered; FCD1 is the baseline assumption based on [Z)2F&Ssumes that the cost is biased towards the BBU (advantsder centralisation), and FCD3
assumes that the cost is shifted towards the RRH (limitsraksdtion benefits).

TABLE Il
COST ASSUMPTIONS RELATED TORAN AND BACKHAUL CAPITAL (CAPEX) AND OPERATIONAL (OPEX) EXPENDITURES

Item CapEX (£ ) OpEX (£ lyear) | Remark

eNB 67,000 25,000 11

Small cell Cgc=10,000 Ogc=2,450 11

RRH Csc - f(s)t Osc - f(s) f(s) is the function cost distributidibased on [2]
as shown in Figure 1

Centralised BBU Csc - (1 — f(s))§ | 1/3 of CapEX calculated guess

Upgrading central office to support G.fast 5000 10% of CapEX [?]

Cost of lease of 5km copper line N/A 9600 order of magnitude in line with [13]

Cost of optical network central office 50,000 10% of CapEX | calculated guess based df [

Cost of fibre/metre (trenching, installing, equip- 50 1% of CapEX calculated guess based o7 [

ment)

Cost of point of multi point microwave connectioh 7,000 10% of CapEX | calculated guess based on [15]

§The BBUs are dimensioned area-wide and not cell-wide, henbe(12/21) BBUs are needed. The OpEX of the centralised BBL/3 of the same
distributed e%uipment because, the cost of environmentalos shared and the cost of maintenance visits is reduced.

1f(s) = >5_, ws; s refers to the function index where s=1 in the RF A/D funttand s=6 is the MAC functionw refers to the function
corresponding weight e.g., under FCR#; = 30% andwgs = 2% (see Figure 1)S refers to the dynamic functional split, e.g., for SplitB= 3,
indicating that the RRH in this architecture includes thstfthree eNB functions.

tThese values are calculated assumptions, but are not segdmy any reference.
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Fig. 6. There are three types of cells: residential, trariapon, and business

district. Each has a different peak traffic pattern dependin the time of the
_ ) ) ) day. It is assumed that there is no overlap between diffecelittypes’ peak
Fig. 5. The system is a heterogeneous network including onzelts and small  time; also, the off-peak traffic is 20% of the peak traffic.
cells. There are three types of small cells with differerakpaaffic time.

TABLE I RRHSs, because they become easier to plug-and-play, and are
SCENARIOS CONSIDERED IN THE STUDYREFER TOFIGURE 1), often part of an area-wide deal (e.g. lamp posts, gas sl

boards, etc.), hence, do not require individual planning site

Scenario | Functional split Backhaul technology] P : . :

T 5-RAN- Tradifional 6NB Cfasi acquisition effqrts. _Morepver: centralisation improvesaurce

2 Split D- MAC forwarding G fast pooling, especially in a situation where the peak traffic mfll

S gg::ﬁ o "S"g}tcb‘;?rf"gf‘vrv‘:%?ng Wicrowave cells occurs at different times. For instance, if the peaffitr

5 Split C- Soft bit forwarding Microwave of the total area is known, the base band capacity would be

6 Split B- Rx Data forwarding Microwave dimensioned according to it, irrelevant of how the bulk oé th

7 Split A- Sub-frame forwarding | Microwave . L .

3 Spiit A~ Sub-frame forwarding | Fibre-based traffic moves within the area. V\./h.ereaslln a D-RAN deployment,

9 C-RAN- CPRI - I/Q forwarding | Fibre-based each small cell should be provisioned independently tordate

its forecast peak traffic, knowing that at other times of thg d



the resources will be under-utilised. Even with advancatlies, 12 ‘ ‘ ‘ ‘ ‘
such as putting small cells to sleep mode when the traffios lo

the base band resources should still be installed in thd seil, 101 ]
thus driving the capital expenditure (CapEX) up. The difficu
in this analysis stems from tagging a realistic relative tmgach
of these separate factors. The base-line assumptionsdeoedi

o |
m(.‘)
refer to published material where possible, and are sunsetri é o |
in Table Ill. The total cost of ownership (TCO) of each scémar B 4 =Throughput i
. . . . TCO (FCD1)
is computed by adding the CapEX t_o the operatlopal expergditt I TCo (Fop2)
(OpEX) over 5 years. The capacity of the various backha 2r I TCO (FCD3) ||
technologies is detailed in Table IV. The D-RAN small cell  [R&¢] [o-ran]__spin spit-C
1

as priced in Table lll, is assumed to have enough base be v 2 3 4 5 6 7 8 9
capacity to cater for the peak traffic in a hot-spot. Moreptre Scenario index
relative bagkhaull qverheads per fur.1ct|onal Spllt consideare Fig. 7. The cumulative effective throughput, as perceivgdiers, is computed
computed in a similar approach as in [10]. in each deployment scenario and shown in red bars, expréssédps. This
is compared to the corresponding TCO under three differenction cost
TABLE IV distributions (FCD), shown in Figure 1, expressed in 100(®BP. The x-axes
CAPACITY ASSUMPTIONS OF BACKHAUL TECHNOLOGIES cONsipErepn  Indicates the scenario index, as in Table I, and the coareting RAN functional
split and backhaul solution choice are highlighted forigjar
THESTUDY. T el
401 ,I—'ll;re—based Scenario 8 N\\
Item Capacity Remark sl ¢ Fop1 'Y % vh e s
G.fast relative to distance [16] v FCD2 TSy g/
25m 600Mbps ;\3 30+ # FCD3 Scenario 3
50m 420Mbps =
75m 390Mbps E 25+
100m 260Mbps o
125m 240Mbps g 20r
150m 220Mbps E sk
175m 210Mbps g PRI Scenario 5
200m 200Mbps 220 Yo | N R o A
225m 180Mbps S R N sZena.Toe/ \M.
250m 175Mbps > 250m 100Mbps 250 mos e € Wicowave
Microwave 600Mbps 7 \_ vea ,  Seenaol
Fibre-based 10Gbps assuming ideal backhau| 0 Se-- A
5 Scenario 2 | | | |
-30 -20 -10 0 10 20 30 40

Increase in TCO (%)

IV. 'RESULTS AND ANALYSIS Fig. 8. The increase/decrease in effective throughput cif saenario, relative to
Each of the scenarios in Table Il is implemented in a Matlafgcenario 1, is compared to the corresponding increaseaserin TCO for the

. . . . . three different FCD assumptions. The diagonal line separtite profitable and
based system simulator, over the peHOd deplcted in Figute 6 non-profitable regions; scenarios that fall below the limgidate higher increase

obtain the corresponding reachable effective system gimout. in TCO than in throughput. Scenarios 2, 5, and 7 are not pbisitaince they
If the backhaul/fronthaul link is limiting in a cell, the efftive lay on or below the diagonal line.

throughput would correspond to the maximum possible thneug
put over that link. On the other hand, if the radio interfase jumps from limited capacity of G.fast connections, to 60@gb
the throughput bottleneck, the effective throughput wdaddhe of microwave, to 10Gbps of fibre. For this reason, the froatha
cumulative radio throughput. In each scenario, the numlber is often over-dimensioning such as in scenarios 3 and 8.dseth
users is increased until saturation; the correspondingcfe scenarios, reducing the fronthaul capacity by one steftseisu
system throughput designates the design’s capacity. severe performance degradation as seen in Scenarios 2 and 7.
The total effective throughput, as perceived by users in tiecordingly, intermediate backhaul solutions that fill thaps
network, is shown in Figure 7 for each of the deployment scbetween G.fast and microwave, and microwave and fibre, are
narios. There are two factors impacting the effective thhguut: needed. High bit rate in-band fronthaul could be such a swiut
the functional split and the backhaul technology. The fiomztl or wireless mmWave fronthaul, with variable capacity asided
split results in different backhaul overhead, hence mayt lfor in [18], a commercial mmWave solution for the fronthaul.
ease) the effective throughput, due to backhaul conssraliftis Figure 8 displays the gains/losses of each of the eight
is evident when we compare Scenario 3 to Scenarios 5, 6, andi@ployments scenarios featuring variable levels of césation,
all employing microwave links for backhaul with increasingompared to the D-RAN. Scenario 1, D-RAN with G.fast, acts
overhead due to the functional split. Scenarios 5, 6, andag a benchmark; the capacity gains/losses of all other soena
are crippled with the backhaul overhead, resulting~in25% are derived by comparing their respective cumulative &ffec
less effective throughput in Scenario 7 compared to Scerari throughput to the baseline. In parallel, the increaseébess in
The backhaul technology is another factor limiting the efffe TCO of each scenario is defined with respect to Scenariol.
throughput, due to its capacity constraints, such as Swen@r The diagonal line separates the region of advantageous from
and 8 which have the same RAN architecture with microwatke unprofitable scenarios; those that fall on the line incur
backhaul and fibre, respectively. Scenario 7 is severelitdodn comparable cost increase and capacity gain, those below the
by the backhaul capacity whereas Scenario 8 allows 36% m¢tiree are dominated by cost, whereas those above have higher
effective throughput. capacity gains. It can be observed from Figures 7 and 8 tleat th
Another point worth mentioning is that, in the examplgain of centralisation in Scenarios 8 and 9 is more important
selected, the fronthaul capacity does not increase lipehut than the extra cost of fibre. Thus, these results answer cam op



question partly: a joint perspective of C-RAN with fibre-bds

fronthaul reveals that the cost reduction of function caligation *

overtakes the cost of fibre, hence is cost effective as ojpjpos 40r S
to the common belief that the C-RAN gain was met witt o 5r §
debilitating fibre costs. Moreover, profitable scenarics iden- g =
tified, where a scenario is considered profitable if the &ffec 2 i
throughput gain is higher than the TCO increase, relativihéo £ 19 %
benchmark Scenario 1. Scenarios 2, 5, and 7 are not profita & - 3
since the incurred additional cost compares with the irsgea =~ ° o - - -ATCO Sc3 §
in throughput, hence are not justified. Scenario 4 is the mc -10f Tﬁlﬁgiii 1°
cost-efficient among the G.fast-based solutions becausieits e | » aTtcosa]

a reduction in cost due to centralisation, while compengétr 05 06 07 08 09 1 11 12 13 14 15

Microwave cost coefficient

reduction is small cell capacity by shifting users to theilaide
macro Iayer’ thus resultlng in unaltered cumulative thhplg. Fig. 9. The increase in TCO (red lines) of the microwave-dadeployment

Moreover, functional splits Split B, Split A and C-RAN mayscenarios is compared to the corresponding increase ictieéfethroughput

not be supported with G.fast; whereas, with microwave, tfgue lines) relative to Scenario 1, for variable microwaast coefficient. The

. ] ] iptersection points of the TCO and throughput lines cowesdpto the cost
Only options are D-RAN and Spllt D due to the hlgh cost Ofoefficient that results in equal increase in cost and thrpug higher values

microwave that cancels out the centralisation gain. render the scenarios unprofitable. The baseline FCD1 isidemes!.
Although these results cannot be conclusive, since thegriep
on delicate cost assumptions; nonetheless, some useighiss
can be drawn. In the presented case-study, the highest
reached with centralisation is 37% increase in effectiveugh-
put; on the other hand, the highest increase in cost is 27#grun ) ) o
FCD1 assumptions. Thus, the gain from centralisation datei B- Impact of optical fibre cost variation
the increase in TCO, even when fibre to the cell is assumedIn this section, the capital and operational expenditures o
But perhaps a more critical factor than cost is the pradtjcal optical fibre backhaul solution is multiplied by a coeffidien
of laying fibre, which is difficult to capture in the analysisvarying between 0.5 and 1.5 as shown in Figure 10. The figure
Moreover, the cost distribution of the various functionstie compares the increase in TCO of Scenarios 8 and 9, relative
eNB does not alter the results considerably, and is minimial fto the benchmark, to the corresponding increase in eftectiv

design, the cost per link will scale down with the increase in
number of small cells; thus a 10% reduction in cost is feasibl
Rithout necessitating changes in commercial agreements.

Scenarios 1 (D-RAN), 2 (Split D), and 3 (Split-C). throughput. The only variable in Figure 10 is the cost of
the backhaul, hence, the throughput gain is constant and is
V. SENSITIVITY ANALYSIS shown in horizontal lines. The fibre-based Scenarios 8 and 9

. o remain profitable when the cost of fibre is increased by a
There are many factors affecting the suitability of eachhef t -, efficient of 1.14 and 1.25, respectively. This is hightegh

considered deployment scenarios; to this end, in this@gove ,y the numbered dots at the intersections points, indigatie
conduct a sensitivity analysis by varying key factors ancmeggefficient value that results in equal increase in throughp
suring their impact on the profitability of each scenariom®of 5,4 TcO. Deployment cost of backhaul differs considerably
the cost assumptions related to the backhaul technolo@igs Vamong countries; an Analysys-Mason study in the U.K. found
widely, such as the cost of fibre in different countries, @& ¢ost 4t deploying FTTH across the country would cost five times
of microwave deployment in different environments and™asi ,ore than deploying FTTC with VDSL: in our assumptions the
commercial solutions. The effect of fibre and microwave cogico of deploying fibre in the network is 6.5 times the cost
variations is studied in Section V-A and V-B, respectivaifaffic ot G fast [19]. The fibre backhaul cost that matches the tesul
diversity is another critical aspect that may amplify orueelthe j, 119] corresponds to a coefficient =0.76. The increase in
centralisation gains; this is also captured in Section V-C. 1o for Scenario 9 at this value is minimal compared to the
benchmark Scenario 1; a further reductioncof=0.6 is needed
A. Impact of microwave cost variation to bring the cost of Scenario 8 to the same level as Scenario 1.

In this section, the CapEX and OpEX of microwave backhaul o )
solution is multiplied by a coefficient varying between Orida C- Impact of traffic diversity
1.5, as shown in Figure 9. The figure compares the increase irAnother critical factor that affects the suitability of tdeploy-
TCO of Scenarios 3, 5, 6, and 7, employing microwave linksjent scenarios is the traffic diversity. The traffic assuoni
to the corresponding increase in effective throughputiveldo shown in Figure 6 consider that different small cell typed wi
the benchmark. The only variable in Figure 9 is the cost of thwmave distinct peak hour traffic periods. If, on the other haess
backhaul, hence, the throughput gain is constant and isrshadwersity were assumed, i.e., higher probability of difietr cell
in horizontal lines. Values of the cost coefficient that eese types peaking simultaneously, it would necessitate laRU
the TCO towards the right of the intersection points result resources at the central office and potentially higher djmeral
unprofitable deployment solution since they cause an isere@osts. This situation is captured in Figure L&ss diversityand
in cost higher than the throughput gain. It is clear that ttie shown to drive the TCO of all centralised scenarios highlee
microwave-based deployment scenarios are borderline téh opposite case is also considered, which assumes moreitlivers
assumed coefficient 1, whereas a 10% decrease in backhaul cesless simultaneous capacity demand in different chisice
would render all these scenarios beneficial. Since the mare less BBU resources and OpEX. It can be seen that, although
solution adopted in this case study is a point to multi-poiihe traffic diversity affects the TCO of all centralised sagos,



70 high numbers of RRH with diverse peak hour traffic distribati

sol - With the three backhaul solutions selected for this casedysit

ol < is not possible to tailor the fronthaul provisioning acdogdto
< l g  the RRH requirements, leading to excess fronthaul capatity
< R S TR ' = many scenarios, at an extra cost. Consequently, it woutdtzs
2 30r : : 8 interesting to explore other fronthaul solutions with dym@and
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