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Abstract—In the Internet of Things (IoT), a simple form of
attack can deplete the energy available to operate the sensor
nodes. Some of these nodes may use batteries, while others may
harvest ambient energy such as photovoltaic, or electromagnetic,
or vibration based energy. We first briefly survey the types of
attacks which aim at the nodes’ energy provisioning systems.
This paper analyses the effect of such attacks on the energy life-
time of a wireless node. Then we provide models to estimate the
effect of attacks that attempt to deplete the node’s energy supply,
both for a node that uses energy harvesting. We then examine
a simple means of attack mitigation based on dropping both
attack and “good” traffic. For nodes that use energy harvesting,
we compute the fraction of traffic that must be dropped so as to
offer a desired ‘“‘energy life-time” of the node. We see that the
required traffic drop rate depends in a non-linear manner on
the nominal “good traffic rate” at which the node is expected to
operate. Finally, we analyse the impact of attacks on the energy
life-time of a node that operates with a replaceable battery.

Index Terms—Wireless Networks, Battery Life-Time, Network
Attacks, Renewable Energy

I. INTRODUCTION

Energy needed to operate networks is an important issue
[1], and there is a growing trend to power network nodes
with renewable energy sources. Since energy harvesting is
typically intermittent, such nodes also need to be equipped
with batteries to power the nodes when energy cannot be
harvested, as with photovoltaic harvesting during night-time.
A simple way to attack such systems, which can be used
for security surveillance or other critical applications, is to
attack them in a way which depletes batteries [2], [3] that
are needed to operate nodes. Such attacks can increase the
activity of nodes through useless data packets (DPs) that
the nodes receive, process and respond to, and attackers
can also use electromagnetic emissions to cause errors and
force packet retransmissions that increase traffic and energy
consumption [4]. Such attacks can lengthen the paths that
packets travel through [5], and thus propagate the effect of
battery depletion across the network. Furthermore, attacks can
change the “sleep-awake” duty cycle of nodes and reduce
the proportion of time when the nodes should be asleep to
save energy. Larger noise levels may also lead to increases in
transmission power and hence also shorter battery life.

A. Earlier Work

Prior work has discussed many types of energy depletion
attacks. In vampire attacks, a vampire node appears to be
benign, but it continuously sends protocol compliant messages
to other nodes [6]. Vampire nodes may add causing additional
traffic of rate A4 to be sent by the node that is under attack.
Vampire attacks [7] have been observed to take one of two
forms: the carrousel and the stretch attack. In the carrousel
attack, a vampire node sends corrupted data leading to routing
loops. In the stretch attack, artificially longer routes are chosen
despite the fact that shorter routes are available. Carrousel
attacks result in more energy consumption than stretch attacks
[8], and the detection of vampire attacks is not easy since
one malicious vampire node can affect the whole network,
effectively opposing routing techniques that increase network
battery life-time [9]. Other power aware routing techniques
have been suggested in [10], and a protocol was proposed in
[8] to detect and mitigate vampire attacks, providing routing
through the network only for legitimate packets, and verifying
that consistent progress is made by packets towards the des-
tination. Another study [11] provides a mitigation method for
preventing carrousel attacks by adding extra forwarding logic
to check whether there are loops in source routes. To prevent
stretch attacks, the work in [12], [13] suggests ’strict” source
routing where the route is exactly specified in the header and
there is no need for checking its optimality. An attack packet
detection and removal method was proposed in [14], [15],
using packet broadcast rates and energy parameters at sensor
nodes.

Sleep deprivation attacks are designed to keep sensor nodes
awake as long as possible to increase their energy consump-
tion, and reduce the battery life of a sensor from months
to days, and also include [2], [16] barrage, synchronization,
replay, broadcast, and collision attacks. Typically, a node that
receives a request to receive data from another node, can check
its routing table to see whether it may receive data from that
node; if not it discards the request and goes to sleep. In sleep
deprivation attacks [17], malicious nodes will continuously
try to send data to some nodes, so that they cannot sleep
and waste energy. As a defense, a lightweight scheme was
proposed [18], to activate a node only if it receives messages
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from authenticated and legitimate nodes. Attackers can also
conduct barrage attacks on awake nodes by bombarding them
with legitimate requests, causing significant energy wastage.
However, barrage attacks can be easily detected and required
more effort by the attacker, while sleep deprivation attacks
require only a single message [17], [19].

Since nodes have a listen-sleep cycle that can be periodically
updated to maintain synchronisation among neighbours, at-
tackers may send artificial synchronisation packets to lengthen
the nodes’ awake time [20], causing 30% or more energy
depletion due to shorter sleep times, and a possibly 100%
increase in data loss due to the misalignment of synchro-
nisations. A defence strategy to mitigate the effects of such
attacks was proposed in [20], by ignoring all synchronisation
messages with a relative sleep time longer than a pre-set
threshold. On the other hand, in a replay attack [21], an
adversary repeats a valid transmission in the network. Since
the attack uses the replay of messages with small changes,
it can fool other nodes by convincing them that repeated
messages concern a new message exchange. Note that in
wireless networks [16] the received signal can help identify
malicious nodes through their use of a stronger signal [22].

In broadcast attacks [23], malicious nodes broadcast unau-
thenticated traffic and long messages which must be received
by other nodes before being possibly discarded for lack of
authentication. Such attacks are hard to detect since they
have no effect on system throughput, and nodes that receive
them waste energy. In collision attacks [24], a hostile node
breaks the medium access control protocol and transmits noise
packets to corrupt neighbourhood transmissions. Noise packets
collide with legitimate packets, and a defence strategy has been
proposed [25] based on error correcting codes.

A defence strategy against energy depletion attacks was
studied in [16] by considering denial of sleep attacks which
dramatically increase the energy consumption of a wireless
sensor node. Also, different types of denial of sleep attacks
such as the barrage attack, synchronization attack and broad-
cast attack were studied in [18]-[20], [23], [26]. An evaluation
and attack detection method is proposed in [4] where the
quality of service is not necessarily degraded. The method
of end-to-end communications reliability based on control
packet injections and packets replication is studied in [27].
It is showed that the method is vulnerable to energy depletion
attacks and it is impossible to keep safe a protocol from such
attacks without authentication. A two-tier secure transmission
scheme against energy depletion attacks was proposed in [28]
by using the hash-chain to generate dynamic session keys
which can provide a mutual authentication key. Also, the
detection and the removal of another energy depletion attack,
vampire attack, based on the routing protocol of the wireless
sensor network was studied in [2], [7], [14], [15]. The vampire
attacks are very difficult to detect and they basically deplete
the resources by continuously repeating the corrupted data
or choosing the longer path for the routing data [8]. On the
other hand, a hardware based energy attack, hardware trojans,
studied in [29] where it is showed that a huge energy depletion

may occur by embedding a hardware trojan trigger to the
integrated circuit.

II. MAIN RESULTS

In this paper, we propose a modelling approach to evaluate
the effect of attacks on the “energy life-time” of a node, i.e.
how long it can operate before its energy is depleted, both
for nodes that use energy harvesting, and for nodes that use
a conventional battery that will have to be replaced when it
is depleted. The attacks considered are those that force the
node to transmit additional traffic, and those which create
electromagnetic noise that induces errors and hence packet
retransmissions. We develop the following basic aspects:

1) For energy harvesting nodes, the node’s battery is mod-
elled as an “energy buffer” for energy packets (EPs),
whose maximum capacity is E, while the data buffer has
a maximum capacity of B data packets (DPs). Thus, we
discretise the representation of the battery, in addition to
the usual discrete data buffers.

2) A DP waiting in the buffer is allowed to have a time-out
after which it is deleted from the buffer, and this time-out
is represented by a removal rate y; obviously when the
system does not have time-outs we just take v = 0.

3) To represent energy leakage, we assume that EPs have
a leakage rate from the energy buffer represented by the
parameter U.

4) Nodes send A,, DPs per unit time under normal operation
(i.e. when not being attacked). The traffic of “useless”
attack DPs that are transmitted in response to attacks,
result in an additional traffic rate A4 of DPs being sent out
from the node, creating “useless” energy consumption,

5) Electromagnetic attacks create noise that results in DP
transmission errors, and hence DP retransmissions with
probability 0 < r < 1, and r will increase with the attack
noise level.

Then in Section IV, we consider a system that has a battery
that is regularly replaced, and we compare the node’s energy
life-time with that of the node which uses renewable energy.

For both systems with and without energy harvesting, an
initial “normal” DP traffic rate A, is transformed into a total
traffic rate A, under attack that is given by:

An + AA

1—r

Aa=A+ A +1rA =

; (D

because the electromagnetic noise causes errors in all of
the traffic, including the traffic of rate A4 that results from
the reply packets that the node sends in response to attack
packets. Thus A, in (1) represents the total DP traffic that
the node sends when it’s normal traffic would have been A,
the attack traffic it receives is A4 and the noise attack causes
retransmissions with probability 7.

These two types of attacks are considered to compute
the energy life-time of a wireless node based on its energy
harvesting rate, with nominal or “normal” traffic and the
resulting traffic rate in the presence of attacks. The reduction



of the node’s energy life-time due to attacks is computed and
illustrated it with numerical results.

We assume that the node’s energy harvesting system has
been designed to operate with a nominal value A, of EPs per
unit time, which the node is able to harvest in the specific
environment that is being considered. The rate A, then results
in an acceptable energy life-time 7, when the system is
operating normally without attacks, and is sending DPs at rate
An.

Similarly, nodes with a fixed battery size of Ey, which we
will also measure in units of “energy packets”. will have a
battery life-time of T” under normal operation when they are
supposed to provide for a normal DP traffic rate of A,,.

Based on these parameters, we can compute the value of
the node’s energy life-time 7, for nodes that use energy
harvesting, and Tab if they use a battery, when they operate
under the effect of attacks represented by attack traffic rate A4
and the effect of electromagnetic noise attacks which create
transmission errors and require each DP to be retransmitted
with probability r.

Thus, both for systems that use energy harvesting, and those
that use a fixed battery, we are interested in finding to what
extent the energy life-time of the node has been reduced by
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the attacks, and hence in computing the ratio

function of the ratio of attack traffic %A and of r.

III. A SYSTEM WITH RENEWABLE ENERGY AND FINITE
DP AND ENERGY BUFFERS

In this section, we use the modeling approach initiated
in [30] regarding a wireless node that exploits renewable
energy sources (such as photovoltaic, mechanical vibrations
or electromagnetic scavenging) where the node collects
data or energy at a relatively slow pace as compared to
the time it takes to transmit a DP over the node’s wireless
channel which can only take nano-seconds, so that its
nominal operating parameters are A, and A,, the latter
corresponding to the nominal rate in which it harvests
EPs in the environment where it is operating. We assume
the node has a local energy storage device, possibly
a battery or a large capacitor, that can store up to E EPs.
If it is out of energy, then we assume that it can nevertheless
store up to B DP under the pure effect of the sensing energy.
Of course, this assumption can be removed by setting B = 0.

While it is under attack, the node transmits A, DPs per unit
time as indicated in (1), due to both the attack packets it re-
ceives, and which require a response from the node producing
an additional packet rate A4, and also due to the retransmission
probability r due to errors caused by electromagnetic noise
and interference. Note that the noise may be created by nodes
which are attacking the system, while the interference may
just be caused by the increased volume of wireless traffic as
an indirect effect of attacks that are going on in the network.

The state of the node at time ¢ is represented by the pair
N;,M; where N; is the backlog of DPs at the node, while M,
is the number of EPs that it stores at that time. Denoting the

node’s state probability p(n,m,t) = Prob[N;,M;], we know that
p(n,m,t) > 0 only if n.m = 0 because if the node has enough
energy, it will immediately attempt to transmit DPs until either
all DPs in its buffer have been sent out, or its energy has been
depleted. The data buffer has a capacity of B packets, and the
local battery contains at most E energy packets. Furthermore,
DPs will be removed from the data buffer after a time-out of
average value 1 with an exponentially distributed departure
rate of y. Similarly, EP leakage occurs at a rate of u EPs
per unit time. The stationary state probability distribution for
system state is p(n,m) = lim,_. p(n,m,t), and the equilibrium
equations are:

p(n,O)(/la-|-y+A,,)z/lap(n—1,0)+(A,,+u)p(n+1,0),
p(B,0)(A+7Y)=2Ap(n—1,0), 0<n<B,

P(0,0)(Aa +An) = p(1,0)(An +7) +p(0,1)(Aa + 1),
p(0,m)(Aa+ 1+ Ap) = App(0,m—1) + (Aa + 1) p(0,m + 1),
P(0,E)( A+ 1) =Aup(0,E—1), 0<m<E,

so that forO<n<Band O0<m<E:

p(n,0) = a"p(0,0), p(0,m) = 6"p(0,0), 2)
B (1—a)(1—-9)
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Thus the probability that the battery is empty is simply:
oo B
P50) = Y p(n0)=Y o"p(0,0) 4)
n=0 n=0
aftl—1)(6 -1
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aBtl(@—1)+ 0+t (a—1)+1—ab’
Note also that the case with B=0, when the node cannot store
any sensor data if it has run out of energy, is:

0-1
Pg(o)\B:O = QE _1° (6)

The expected (average) battery life-time, i.e. the average time
it takes the node’s battery to empty from the instant at which
it contains one EP, can then be obtained from the fact that
when the battery empties, on average after % time units it
will receive an EP again, so that:

P— A = k) )
0 Ta+%7 a APg .

If we replace 4, by A in all terms, then we obtain the average

battery life-time when the node is not being attacked, namely:
1.1

Th=—|= —1]. 8

Ap U ®)

If the probabilities F§ and Py are very small, then:

T,
log Fa ~ log Py —log P 9)
n
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Fig. 1: The curves illustrate the effect of two simultaneous
types of attacks, namely the attacks that create added traffic,
and those that create retransmissions due to noise that is
generated by electromagnetic attacks. We show the varia-
tion of the common logarithm of the ratio of node energy
lifetime under attack, to energy life-time without attacks (y-
axis), against the arrival rate of attack traffic A4 with distinct
curves for increasing values of the retransmission probability
r due to electromagnetic attacks. The parameter settings are
E=B=100, y=0.01A, and u = 0.01A,. We fix the “normal
life-time” of the system until the battery is emptied after
T, = 6 months of operation, on average. Thus, the EP arrival
rate A, representing the required energy harvesting will vary
with the normal traffic rate A, as shown on each of the graphs.
The effect of the attacks is shown by the rapid decrease of the
ratio log% as both A4 and r increase.

Figure 1 shows various curves for the battery lifetime versus
the attack traffic rate A4 and the retransmission error rate due
to electromagnetic attacks r, assuming that the normal operat-
ing life-time before the system’s energy supply is depleted has
been set to 7,, = 6 months, and E = B = 100. In this numerical
example, we have set the nominal normal load of the wireless
sensor at A, = 10 DPs/hour and the energy harvesting rate
then needs to be A = 11.247 EPs/hour to meet the 7,6 month
average energy life-time of the system when it does not suffer
from attacks.

In Figure 2 we examine the effect of E the energy storage
capacity of the system on its energy life-time. So we use all
of the same parameters as in Figure 1 fixing r =0.1 , and we
also take B = 100, and set T,, = 6 months for E = 100. But
along the x-axis we vary the local storage battery capacity E
from 102 to 10° and observe the effect on 7}, for four values
of attack traffic A4 and observe the resulting effect on T,.

A. Mitigation Against Attacks for Energy Harvesting Nodes

To mitigate against attacks, one approach would be to
impose a forced loss on incoming traffic, so that the total
arrival rate of data packets cannot exceed Ay, which is selected
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Fig. 2: For a node that uses energy harvesting, its energy life-
time is shown on the y-axis versus the local battery capacity
E, for three different values of attack traffic and r = 0.1. The
capacity of the local battery which stores the harvested energy
substantially increases the system’s energy life-time.

so that the average energy lifetime has a pre-specified value Tj.
Note that the total traffic forwarded by the node includes both
its “normal” workload and the traffic resulting from attacks.
The latter includes all the packet retransmissions due to errors
resulting from noise and possible electromagnetic attacks, and
the additional traffic that is imposed on the node by other
attacks. This approach then requires that a fraction m of the
total traffic is forcibly dropped at the node, where m is obtained
from the relation:

M=(1-mi, 0<m<I. (10)

Here m also represents the fraction of good packets which are
lost. For a given value of 4,, and given parameters r and A,
we can think of m.A, as the “cost in the loss rate of good
packets” that is paid to achieve a node average life-time of Tj.

The numerical examples in Figure 3 show that m varies in a
non-linear manner with A,. In the examples, we have chosen
To = 6 months, r =0.1, A=10, E =B = 100 and different
values of attack traffic A4.

IV. ENERGY LIFE-TIME WITHOUT ENERGY HARVESTING

An obvious conventional alternative to the system described
in the previous sections is to use a large enough battery, say of
size E° to support the node for a significant amount of time. In
that case, suppose we can attain an energy lifetime of 7,7 in the
presence of attacks, and we would be interested in comparing
this system with the one that uses energy harvesting.

This conventional system would also have a DP buffer of
size B and, while it is powered, can be represented by a
finite capacity single server queue with arrival rate A,, in the
presence of attacks, with service rate 7, again with DP time-
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Fig. 3: When we mitigate the attacks in a node with energy
harvesting, by dropping a fraction m of DPs, we plot m versus
the normal data traffic rate A, in DPs per hour. We show
numerical results for a fixed required energy life-time of 6
months, and for different fractions of A4 in proportion to A,
with r =0.1.

out rate Y. This will result in the probability that the node is
non-empty of:

A,a 17(}/&41)3
1= YJr‘L'[l (la )B+l] an

and an energy consuming effective transmission rate of DPs
given by R = gt. Since in the previous analysis we have
identified one EP with the energy consumed to transmit one
DP, we will continue doing so for the purpose of homogeneity
in the comparison between the previous system and this one,
so that this system’s energy consumption rate is also R.

If this system’s average energy life-time is 77 and the
battery has a leakage rate of u, then during this time on
average 7”1 EPs will have been wasted. We then have:

Ej = [qt+u].T;, (12)
or
Eq
T, = ll (B 13)
“+A'af+'}’1 ( a)B+l

Note that this system will process and forward packets much
faster, in the microseconds per DP or even faster, than the
one with energy harvesting which processes DPs at the rate at
which energy is being harvested, i.e. A,. Thus generally we
will have T >> u and 7 >> A, so that:

T ~ Eq .
a U+ )La
If we wish to have an energy life-time for this system which

is similar or identical to that of the system with energy
harvesting, we would need a battery capacity E_ which can be

(14)
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Fig. 4: Comparison of a system without harvesting that uses
a battery of size E° with one that uses energy harvesting. All
parameters are as in Figure 1, with E = B = 100 for the system
with energy harvesting, and we fix r = 0.1. The ratio log 7
is shown in the y-axis, versus the battery capacity of the node
without harvesting E°, for four different values of A4. We see
that a node that uses a large replaceable battery is potentially
more robust. All other parameters are the same as for Figure
2.

obtained by setting 7.2 = Ty, so that E? ~ [y+ A,]. T, (A, E)],
showing explicitly the dependence of 7;, on both the net traffic
rate of the system under attack A, and the energy harvesting’s
local battery capacity E.

The corresponding numerical results are shown in Figure 4
where we illustrate the advantage of the system without energy
harvesting by examining the ratio log Ti‘, as a function of E°.
We see that the advantages of using a larger fixed battery slow
down as we increase E°.

V. CONCLUSIONS

In this paper, we have focused on the effect of simple
energy based attacks on sensor network nodes. We consider
how long it takes to deplete a battery, and hence stop the
node’s operations, when a sensor node is being used and two
situations are considered: (a) The case where the node exploits
ambient but intermittent energy sources and therefore does not
require being connected to the grid, or being fed by a battery
that is replaced from time to time, and (b) The case when the
node’s energy needs are offered with a replaceable battery,
but without an ambient harvested energy source. Our analysis
focuses on the effect of attacks which are meant to deplete
the node’s energy, either through creating additional “useless”
traffic, or through electromagnetic noise which causes packet
errors and further packet retransmissions. Analytical results
and numerical experiments are shown to compare and evaluate
the resulting effects. In particular, the reduction of “energy
life-time” of the node is detailed and illustrated for both of
these cases. The study shows that attacks can be used to very



rapidly deplete the energy life-time of a node, and that a
system which operates with a source of harvested energy is
less robust to attacks, and the use of a large fixed battery can
be advantageous for long energy life-times, although it has the
inconvenience of requiring human intervention to replace the
batteries.

Regarding the proposed mitigation technique discussed in
Section III-A, we see in Figure 3 for a system that uses energy
harvesting, that for low values of normal traffic A, ~ 10, even
with high proportions of attack traffic, relatively low packet
drop rates are sufficient to maintain the battery life-time at the
required length which in this example is six months. However,
for the higher values of A,, the packet drop rates which are
needed would be too high to be acceptable and one would have
to maintain them at a lower level and also accept a shorter
battery life-time. However, the results in Figure 3 assume
that the attack traffic is proportional to the ongoing normal
traffic. This may not be realistic since attackers may inject a
fixed traffic rate of attack traffic so that in the proportion of
attack traffic is reduced when the normal traffic rate increases.
Thus, we expect that in future work we will need to delve
deeper into mitigation techniques and their evaluation in order
to propose new methods to mitigate against battery attacks.
Future research will extend this work to other areas such as
opportunistic communications [31].
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