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Abstract—In this work, we propose an iterative scheme for
computing a linear precoder that takes into account the impact
of hardware impairments in the multiuser multiple-input single-
output downlink. We particularly focus on the case when the
transmitter is equipped with nonlinear power amplifiers. Using
Bussgang’s theorem, we formulate a lower bound on the achiev-
able sum rate in the presence of hardware impairments, and max-
imize it using projected gradient ascent. We provide numerical
examples that demonstrate the efficacy of the proposed distortion-
aware scheme for precoding over a millimeter-wave channel.

Index Terms—Multiuser multiple-input single-output, down-
link, millimeter wave, nonlinear power amplfier, hardware im-
pairments, Bussgang’s theorem, and linear precoding.

I. INTRODUCTION

Wireless communication over millimeter-wave (mmWave)
frequency bands combined with large-scale multi-antenna
transmission techniques promises significant improvements in
spectral efficiency compared to today’s state-of-the-art com-
munication systems [1]. These technologies are believed to
be key enablers for future communication systems, including
fifth generation (5G) cellular networks [2]. Recently, a large
body of research has been conducted on studying the potentials
of mmWave multi-antenna transmission schemes (see, e.g., [3]
for a survey). However, the vast majority of these works relies
on the assumption of ideal transceiver hardware, which is not
a valid assumption in realistic systems.

In practice, the performance of multi-antenna systems is
limited by different transceiver hardware impairments such
as amplifier nonlinearities, phase noise, in-phase/quadrature
(I/Q) imbalance, and quantization noise. Modeling of these
impairments and evaluating the performance loss imposed by
them has been a topic of much recent interest. Existing studies
in this area can be categorized into two groups. The first group
of works is focused on the impact of a single (or pre-dominant)
hardware impairment. For example, the impact of power
amplifier (PA) nonlinearities on the performance of multi-
antenna systems has been investigated in, e.g., [4]–[6]. The
work in [7] characterizes the performance of mmWave multi-
antenna systems (in terms of spectral and energy efficiency) in
the presence of PA nonlinearities and crosstalk. The impact of
other hardware impairments such as phase noise, I/Q imbal-
ance, and quantization has been investigated in, e.g., [8]–[12].
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The second group of works is concerned with evaluating the
aggregate impact of several hardware impairments (see, e.g.,
[13]–[15]). In these works, the distortion caused by nonideal
hardware is modeled as an additive Gaussian noise that is
uncorrelated over the antenna array. This is, however, not a
realistic assumption as the distortion caused by nonlinearities
is, in general, correlated over the antenna array [16], [17].
More recently, an aggregate hardware-impairment model for
the distortion caused by nonlinear amplifiers, phase noise, and
quantization, which captures the inherent correlation within the
distortion, was provided in [18].

In this work, we propose an iterative scheme, which we
refer to as distortion-aware beamforming (DAB), for finding
a linear precoder that takes into account the use of nonlinear
PAs at the transmitter. Specifically, we consider a downlink
mmWave multiuser multiple-input single-output (MISO) sys-
tem and formulate a non-convex optimization problem to find
the linear precoder that maximizes a lower bound on the sum
rate, which we solve approximately using gradient ascent. We
demonstrate the efficacy of the proposed DAB precoder by
means of numerical simulation. Specifically, we show that, by
taking nonlinear distortion into account, the DAB precoder
outperforms conventional maximal-ratio transmission (MRT)
and zero-forcing (ZF) precoding.

The rest of the paper is organized as follows. In Section II,
we introduce the system model and formulate the sum-rate
optimization problem in the presence of nonlinearities at the
transmitter. In Section III, we present the iterative scheme used
to compute the DAB precoding matrix. In Section IV, we
examine the efficacy of the proposed precoding scheme via
numerical examples. We conclude the paper in Section V.

Lowercase and uppercase boldface letters denote vectors
and matrices, respectively. The superscripts (·)∗, (·)T , and (·)H
denote complex conjugate, transpose, and Hermitian transpose,
respectively. We use E[·] to denote expectation. We use ‖a‖ to
denote the `2-norm of a. The M×M identity matrix is denoted
by IM and the M×M all-zeros matrix is denoted by 0M×M .
We use A�B to denote the Hadamard (entry-wise) product
of two equally-sized matrices A and B. Moreover, diag(A)
is the main diagonal of a square matrix A. The distribution of
a circularly-symmetric complex Gaussian random vector with
covariance matrix C ∈ CM×M is denoted by CN (0M×M ,C).
Finally, we use 1A(a) to denote the indicator function, which
is defined as 1A(a) = 1 for a ∈ A and 1A(a) = 0 for a /∈ A.
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II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the nonlinearly distorted multiuser MISO sys-
tem depicted in Fig. 1. Here, an M -antenna transmitter serves
K single-antenna users in the same time-frequency resource.
The received signal at the kth user is given by

yk = hTk φ(x) + wk, (1)

for k = 1, . . . ,K. Here, hk ∈ CM is the channel between the
transmitter and the kth user (which we assume is constant for
the duration of each codeword), x = [x1, . . . , xM ]

T ∈ CM
is the precoded vector, and wk ∼ CN (0, N0) is the additive
white Gaussian noise (AWGN). We use the nonlinear function
φ(·) : C → C, which is applied entry-wise on a vector, to
model the nonlinear PAs at the transmitter.

We consider linear precoding such that x = Ps, where
P = [p1, . . . ,pK ] ∈ CM×K is the precoding matrix and s =
[s1, . . . , sK ]T ∼ CN (0K×K , IK) are the transmitted symbols.

A. Modeling of Transmitter Hardware Impairments

In order to analyze the impact of the nonlinear distortion on
the performance of the system, we shall, similarly to, e.g., [8],
[17], [18], use Bussgang’s theorem [19], which allows us to
write the nonlinearly distorted signal φ(x) as

φ(x) = Bx + e, (2)

where the distortion term e ∈ CM is uncorrelated with x,
i.e., E[xeH ] = 0M×M . Furthermore, B ∈ CM×M is a
diagonal matrix whose entries along the diagonal are given
by [B]m,m = E[φ(xm)x∗m]/E

[
|xm|2

]
for m = 1, . . . ,M . In

this work, for simplicity, we shall use a third-order polynomial
model for the nonlinear PAs at the transmitter. Specifically,

φ(x) = β1x+ β3x|x|2, (3)

where β1 ∈ C and β3 ∈ C are the model parameters,
which we assume are known to the transmitter. A possible
way of acquiring such knowledge is by performing over-
the-air measurements using one or few observation receivers
at the transmitter (see, e.g., [20], [21]). For the third-order
polynomial model in (3) and for x = Ps, it holds that the
gain matrix B in (2) depends on the precoding matrix P as

B(P) = β1IM + 2β3diag(PPH). (4)

B. An Achievable Sum Rate

By inserting (2) into (1), the received signal at the kth user
can be written as

yk = hTkB(P)pksk +
∑
r 6=k

hTkB(P)prsr + hTk e + wk, (5)

where sk is the desired symbol at the kth user. It should
be noted that the effective noise term

∑
r 6=k hTkB(P)prsr +

hTk e + wk in (5) is, in general, non-Gaussian distributed due
to the nonlinearity at the transmitter. Since Gaussian noise is
the worst-case additive noise (in terms of mutual information)

User 1

User 2

User K

Linear
precoding

Nonlinear 
function

Fig. 1: Multiuser MISO downlink with linear precoding and
hardware impairments at the transmitter.

for Gaussian inputs under a covariance constraint [22], an
achievable sum rate can be formulated as

Rsum(P) =

K∑
k=1

log2 (1 + SINDRk(P)) , (6)

where SINDRk(P) is the signal-to-interference-noise and dis-
tortion ratio (SINDR) at the kth user, which is given by

SINDRk(P) =
|hTkB(P)pk|2∑

r 6=k
|hTkB(P)pr|2 + hTkCe(P)h∗k +N0

. (7)

Here, Ce(P) ∈ CM×M is the covariance of the distortion e,
which is given by (see, e.g., [17, Eq. (24)])

Ce(P) = 2|β3|2
(
PPH �P∗PT �PPH

)
. (8)

C. The Optimization Problem

Clearly, the choice of precoding matrix P has an impact on
the sum rate in (6). Under the assumption of perfect channel
state information (CSI) at the transmitter, our objective is to
find the precoding matrix P that maximizes the sum rate
in (6) under an equality constraint E[‖φ(Ps)‖2] = Ptot on
the average transmit power. This optimization problem can be
formulated as follows:

maximize
P∈CM×K

Rsum(P)

subject to E
[
‖φ(Ps)‖2

]
= Ptot.

(9)

Note that (9) is a non-convex optimization problem since
Rsum(P) is a non-convex function of P. Next, we shall
solve this problem approximately using the iterative algorithm
described in Section III.

III. DISTORTION-AWARE LINEAR PRECODING

In what follows, we solve the constrained non-convex opti-
mization problem (9) approximately using an iterative scheme
based on gradient ascent followed by a projection step to
ensure the feasibility of the solution. We shall refer to the
output of the iterative scheme as the DAB precoding matrix.
Specifically, our iterative solution updates the precoding matrix
by taking steps along the steepest ascent direction of the



objective function Rsum(P) followed by normalization of the
resulting precoding matrix as follows:

P̃ =
[
P(i−1) + µ(i−1)∇PRsum

(
P(i−1))]+

E‖φ(Ps)‖2=Ptot

. (10)

Here, i = 1, . . . , I is the iteration index, I is the maximum
number of iterations, µ(i) is the step size of the ith iteration,
and [·]+E‖φ(Ps)‖2=Ptot

denotes normalization of the updated pre-
coding matrix such that the power constraint in (9) is satisfied.
If Rsum(P̃) > Rsum(P

(i−1)), we update the precoding matrix
to P(i) = P̃ and reset the step size µ(i) = µ(0). Otherwise,
we do not update the precoding matrix, i.e., P(i) = P(i−1),
and decrease the step size µ(i) = 1

2µ
(i−1). Finally, we choose

PDAB = P(I) as the DAB precoding matrix. In Algorithm 1,
we summarize the steps required for computing the DAB
precoding matrix using the projected gradient ascent approach.

Next, we shall provide a closed-form expression for the
gradient ∇PRsum(P) ∈ CM×K , which is required to evaluate
the update step (10). To this end, let

nk(P) = |hTkB(P)pk|2, (11)

denote the numerator of the SINDR in (7). Furthermore, let

dk(P) = dmui
k (P) + d dist

k (P) +N0, (12)

denote the denominator of the SINDR in (7), where dmui
k (P) =∑

r 6=k |hTkB(P)pr|2 and d dist
k (P) = hTkCe(P)h∗k is the part

of the denominator corresponding to multiuser interference
and nonlinear distortion, respectively. With these definitions,
the gradient ∇PRsum(P) can be written as

∇PRsum(P) =

K∑
k=1

2 log2(e)

d2k(P)(1 + nk(P)/dk(P))

×
(
dk(P)

∂nk(P)

∂P∗
− nk(P)

∂dk(P)

∂P∗

)
, (13)

Algorithm 1 Algorithm for computing the distortion-aware
beamforming (DAB) precoding matrix.

Inputs: h1, . . . ,hK , β1, β3, Ptot, and N0

Output: PDAB

Initialization: µ(0) and P(0)

1: R
(0)
sum ← Rsum(P

(0))

2: for i = 1, . . . , I do
3: P̃←

[
P(i−1)+µ(i−1)∇PRsum

(
P(i−1))]+

E‖φ(Ps)‖2=Ptot

4: R̃sum ← Rsum(P̃)

5: if R̃sum > R
(i−1)
sum then

6: P(i) ← P̃, R(i)
sum ← R̃sum, and µ(i) ← µ(0).

7: else
8: P(i) ← P(i−1), R(i)

sum ← R
(i−1)
sum , and µ(i) ← 1

2µ
(i−1)

9: end if
10: end for
11: PDAB ← P(I)

where ∂nk(P)/∂P∗ = [∂nk(P)/∂p∗1, . . . , ∂nk(P)/∂p∗K ] and
∂dk(P)/∂P∗ = [∂dk(P)/∂p∗1, . . . , ∂dk(P)/∂p∗K ]. Hence,
to compute the gradient ∇PRsum(P), we need to compute the
derivatives of nk(P) and dk(P) for k = 1, . . . ,K. Starting
with the numerator, it can be shown that the derivative with
respect to p∗k′ can be written as

∂nk(P)

∂p∗k′
=
(
Γk(P)1{k′=k}(k

′) + Υk,k′(P)
)
pk′ , (14)

for k′ = 1, . . . ,K. Here, we have defined Γk(P) ∈ CM×M as

Γk(P) = |β1|2 h∗kh
T
k

+2
(
β∗1β3h

∗
kh

T
k diag(PPH)

+β1β
∗
3diag(PPH)h∗kh

T
k

)
+4|β3|2 diag(PPH)h∗kh

T
k diag(PPH). (15)

Furthermore, we have defined Υk,k′(P) ∈ CM×M as

Υk,k′(P) = 2
(
β∗1β3diag

(
pk′p

H
k′h
∗
kh

T
k

)
+β1β

∗
3diag

(
h∗kh

T
k pk′p

H
k′
))

+4|β3|2
(
diag

(
h∗kh

T
k diag(PPH)pk′p

H
k′
)

+diag
(
pk′p

H
k′diag(PPH)h∗kh

T
k

))
. (16)

The derivative with respect to p∗k′ of the denominator can be
written as

∂dk(P)

∂p∗k′
=
∂dmui

k (P)

∂p∗k′
+
∂d dist

k (P)

∂p∗k′
, (17)

where the derivative of the multiuser-interference term in the
denominator is given by

∂dmui
k (P)

∂p∗k′
=

Γk(P)1{k′ 6=k}(k
′) +

∑
r 6=k

Υk,r(P)

pk′ , (18)

for k′ = 1, . . . ,K. Furthermore, the mth entry of the deriva-
tive of the nonlinear-distortion term in the denominator is
given by

∂d dist
k (P)

∂p∗m,k′
= 2|β3|2

(
2h∗k,m

M∑
m′=1

hk,m′pm′,k′
[∣∣PPH

∣∣2]
m′,m

+hk,m

M∑
m′=1

h∗k,m′pm′,k′
[(

PPH
)2]

m,m′

)
, (19)

for k′ = 1, . . . ,K and m = 1, . . . ,M , where hk,m = [hk]m
and pm,k = [pk]m. Finally, by inserting (11), (12), (14), (17),
(18), and (19) into (13), we obtain a closed-form expression
for the gradient ∇PRsum(P).

Note that the objective function (i.e, the sum rate) in
Algorithm 1 is nondecreasing from one iteration to the next
and that, for a given SNR, it is bounded from above. Hence,
convergence of this algorithm is guaranteed. In order to
increase the likelihood of converging to the global maximum
instead of local maximum, we repeat the algorithm with
multiple initializations and pick the solution that achieves the
highest sum rate. By including the MRT and ZF precoding



matrices among the set of initializations, we can guarantee
that the DAB precoder does not perform any worse than these
conventional linear precoders.

IV. NUMERICAL EXAMPLES

We verify the efficacy of the proposed DAB precoding
scheme by means of numerical simulation. First, we adopt
a geometric channel model with a few scatterers for which we
evaluate the achievable sum rate as well as the convergence be-
havior of Algorithm 1. Second, we study the far-field radiation
pattern of the transmitted signal, which provides some insight
into the working principle of the proposed precoding scheme.

In what follows, unless stated otherwise, we set M = 16
antennas, β1 = 0.98, β3 = −0.04−0.01j, and Ptot = 43 dBm.
We set the number of iterations to I = 50 and run Algorithm 1
for 50 different initializations of P(0). Specifically, we initial-
ize Algorithm 1 with the MRT and ZF precoding matrices
along with 48 random initializations (where the elements of
P(0) are drawn from a Gaussian distribution).

A. Geometric Channel Model

In order to capture the sparse scattering characteristics of
mmWave channels in a non-line-of-sight (nLoS) environment,
i.e., when there is no dominant path, we adopt a geomet-
ric channel model with L scatterers as in, e.g., [23], [24],
for which

hk =

√
M

L

L∑
`=1

αk,`a(ψk,`), (20)

for k = 1, . . . ,K. Here, αk,` ∼ CN (0, γ2) is the channel
gain (including path loss) corresponding to the `th path,
where γ2 is the average path loss. Furthermore, ψk,` is the
angle of departure (AoD) for the `th path and a(ψk,`) is
the corresponding array response vector. We assume that the
transmit antennas are arranged in a uniform linear array (ULA)
with λc/2 spacing (where λc is the carrier wavelength) such
that the mth entry of a(ψk,`) is

[a(ψk,`)]m =
1√
M
e−jπ(m−1) cos(ψk,`), (21)

for m = 1, . . . ,M . Throughout our simulations, we shall use
the following definition of signal-to-noise ratio (SNR):

SNR = γ2
Ptot

N0
. (22)

B. Performance Comparison

In Fig. 2, we compare the sum rate, as a function of the
SNR and the number of users, achieved by DAB precoding
to the sum rate achieved by conventional MRT and ZF
precoding. We average the sum rate in (6) over 103 random
channel realizations, generated using the model in (20) under
the assumption that the AoD ψk,` is uniformly distributed
over the interval [0◦, 180◦]. By adopting the nLoS path-loss
model presented in [25, Table I] and by assuming that the
system operates at carrier frequency fc = 28GHz (such that
λc ≈ 10.7mm) with the average distance from the transmitter
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Fig. 2: Ergodic sum rate achievable with MRT, ZF, and DAB
precoding; geometric channel model, L = 10 paths, M = 16
antennas, β1 = 0.98, β3 = −0.04−0.01j, and Ptot = 43 dBm.
The DAB precoder outperforms MRT and ZF precoding.

to the users being 20m, we find that the average path loss
is γ2 = −110 dB.

We note from Fig. 2 that DAB precoding outperforms the
conventional linear precoders that do not take into account
the distortion introduced by the nonlinear PAs. The improved
performance is particularly evident in the high-SNR regime for
which the performance is limited by the nonlinear distortion.
In the low-SNR regime, i.e., when the thermal noise dominates
over the nonlinear distortion (and over the multiuser interfer-
ence) the performance of the DAB precoder coincides with
the performance of the MRT precoder.

C. Convergence of Algorithm 1

The improved performance of the DAB precoder compared
to conventional linear precoders is achieved at the cost of
increased computational complexity. In particular, we obtain
the DAB precoding matrix using the iterative scheme in
Algorithm 1. Next, we study the convergence of Algorithm 1,
which will provide some insight on the required number of
iterations for achieving a certain performance.

In Fig. 3, we show the sum rate achieved by the DAB
precoder as a function of the number of iterations. The rest
of the simulation parameters are the same as in Section IV-B.
We note that the convergence of Algorithm 1 is faster at low
SNR compared to high SNR. Indeed, at low SNR, conventional
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Fig. 3: Average convergence behavior of Algorithm 1; geomet-
ric channel model, L = 10 paths, M = 16 antennas, K = 2
users, β1 = 0.98, β3 = −0.04 − 0.01j, and Ptot = 43 dBm.
The convergence is slower at high SNR compared to low SNR.

precoding schemes are as good as DAB precoding (see Fig. 2).
Therefore, since the MRT and ZF precoding matrices are
included in the initialization, fast convergence is expected.
At high SNR, however, the structure of the optimal precoder
is significantly different from the MRT and ZF precoding
matrices, which results in slower convergence.

D. Far-Field Radiation Pattern

To understand why DAB precoding outperforms conven-
tional linear precoders at high SNR, we illustrate in Fig. 4
the far-field radiation pattern of the transmitted signal for
K ∈ {1, 2} users and SNR ∈ {−10, 30} dB. Recall from (2)
that the transmitted signal can be written as the sum of a
linear function of the input to the nonlinearity and a distortion
term. The power of the linear component in the direction ψ
is aT (ψ)BPPHBHa∗(ψ); the power of the distortion term
in the direction ψ is aT (ψ)Cea

∗(ψ). In Fig. 4, for the case
K = 1, we set h1 = a(ψ1), with ψ1 = 90◦. For the case,
K = 2, we set h1 = a(ψ1) and h2 = a(ψ2), with ψ1 = 30◦

and ψ2 = 90◦. For reference, we also show the far-field
radiation pattern for MRT precoding, which is not dependent
on the SNR operating point.

We observe from Fig. 4a and Fig. 4b that with MRT
precoding, the distortion is beamformed towards the users.
For high SNR values, DAB precoding, on the other hand,
minimizes the distortion transmitted in the direction of the
users in order to improve resulting SINDR. This becomes
particularly evident in Fig. 4e, where we observe that DAB
precoding nulls the distortion in the direction of the user
(recall that ψ1 = 90◦ for this scenario) at the cost of reduced
array gain to the users and increased radiation in unwanted
directions. This clarifies why DAB outperforms MRT and ZF
in the high-SNR regime, where the performance is limited
by the nonlinear distortion. For low SNR values, where the
performance is limited by the thermal noise, the DAB precoder
instead maximizes the array gain in the direction of the users
to maximize the received power. Hence, the DAB precoder
coincides with the MRT solution (compare, e.g., Fig. 4a and
Fig. 4b with Fig. 4c and Fig. 4d).

V. CONCLUSIONS

In this paper, we have proposed an iterative scheme for
computing a distortion-aware linear precoder. The proposed
scheme is shown to yield significant gains compared to con-
ventional linear precoders over a mmWave multiuser MISO
downlink channel for the case when nonlinear PAs are used
at the transmitter. We observed that, in the high-SNR regime
and in the single-user case, the proposed algorithm is able to
null the distortion in the direction of the user.

While the current work considers only a fully-digital pre-
coding architecture, an extension to consider hybrid precod-
ing is part of ongoing work. An extension of the proposed
algorithm to other hardware impairments is also left for
future work.
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