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Abstract—Joint communication and radar sensing (J-
CAS) integrates communication and radio sensing into
one system, sharing one transmitted signal. In this paper,
we study a JCAS system that uses a dedicated low-cost
single-antenna receiver for sensing. We provide sensing
parameter estimation algorithms for the JCAS system, and
investigate the optimization of precoding matrix to balance
communication and sensing performance. A MUSIC-based
estimation approach is proposed to obtain time delays and
angle-of-arrivals of targets. A weighted signal optimization
to balance between communication and sensing is then
provided. Numerical results are provided and verify the
effectiveness of the proposed scheme.

Index Terms—Joint communication and radar sensing,
mobile networks, radar-communications

I. INTRODUCTION

Sharing many commonalities in terms of hardware,
signal processing and system architecture, wireless com-
munication and radar sensing are likely to be integrated
in one system using joint communication and radar
sensing (JCAS) technologies [1–6]. JCAS can not only
reduce cost and size of the system by using one set of
hardware component, but also save spectrum resources
by transmitting communication and radar sensing signals
in the same frequency band.

Some papers [7–12] adopted convex optimization
techniques to optimize the JCAS waveforms. In [7], the
authors jointly designed radar beamforming (BF) vector
and communication covariance matrix to maximize the
radar SINR with a given specific capacity. The work in
[8, 9] further introduced a sub-sampling matrix for radar
as an objective function of optimization. The authors
in [10] proposed a robust BF for the base station (BS)
and maximized the radar detection probability with a
given SINR requirements. In [11], the authors exploited
multi-user interference (MUI) as a source of transmitting

power and proposed a novel communication and radar
spectrum sharing (CRSS) BF that saves the transmission
energy at BS significantly compared to conventional
methods. In [12], the authors proposed to split the
antennas into two groups for radar and communica-
tion separately. The separated design makes the radar
signal fall into the null space of downlink channel.
These designs, however, all considered the scenario of
narrowband systems. The orthogonal frequency division
multiplexing (OFDM) signal model has been seen as
an possible way to transmit high data rate in terms
of vehicle-to-vehicle (V2V) communication and other
communication standards such as WiFi.

Wideband JCAS systems based on OFDM can po-
tentially achieve higher resolution compared with nar-
rowband systems. Sturm et al. [1] developed an OFDM-
based element-wise division technique to obtain the
channel state information (CSI) and then used a dis-
crete Fourier transform (DFT) to estimate the range
and Doppler shift of targets independently. The scheme
requires a pair matching method and a large number
of subcarriers to obtain the estimates. In the scenario
of multiuser systems, Sturm et al. [13] proposed an
interleaved OFDM signal model in order to mitigate the
MUI. Each user is allocated with a non-overlapping set
of subcarriers. This design, however, decreases the sum
rate of communication, since each user occupies a unique
frequency band. The authors in [14] analyzed the MUI
tolerance of a MIMO-OFDM based JCAS system in
terms of the resulting radar SINR, with using the signal
model presented in [13].

In this paper, we study sensing parameter estimation
and transmission waveform optimization problem in a
JCAS system that uses a dedicated low-cost single-
antenna receiver for sensing. To enable using the reflect-
ed transmitted signals for sensing, the transceiver needs
the capability to work in a full-duplex mode, which is
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technically challenging at the moment. To resolve this
problem, we consider a single-antenna receiver that is
co-located with a large antenna array at the BS and
dedicated for sensing the targets by using the downlink
communication signals. We first show that how the major
sensing parameters can be effectively estimated using
the single-antenna receiver. Specifically, the angle-of-
departure (AoD) can be equivalently used to locate the
angle of arrival (AoA) of targets, due to the co-located
architecture. We show that both AoDs and delays can be
estimated using a MUSIC algorithm. Then, we propose
a joint waveform optimization approach that can be
applied to balance the desired sensing and communi-
cation performance. The joint optimization problem is
formulated as a constrained non-convex problem, and
an iterative method is proposed to solve this problem.

Notations: a denotes a vector, A denotes a matrix,
italic English letters like N and lower-case Greek letters
α are a scalar, ∠a is the phase angle of complex value a.
|A|,AT ,A∗,A† represent determinant value, transpose,
conjugate transpose, pseudo inverse respectively. We
denote Frobenius norm of a matrix as ‖A‖F . We use
diag(α1, · · · , αk) to denote a diagonal matrix. [A]N is
the N th column of a matrix.

II. SYSTEM AND CHANNEL MODELS

We consider a JCAS network, consisting of a BS
and multiple mobile users (MUs), with adopting the
downlink sensing model as proposed in [6]. The BS is
equipped with a normal uniform linear array (ULA) for
communications, and each MU has a single antenna. To
enable the use of the reflected downlink signal from BS
for sensing, the BS also uses another receiver with a
single antenna, which is sufficiently separated from the
ULA to suppress leaked transmit signal. This receiver
is synchronized to the transmitted signals of ULA and
dedicated for sensing. Since it is only a single-antenna
device, the incurred additional cost is insignificant.

The transmitted signal bandwidth, which is used for
both communication and sensing, consists of K or-
thogonal subcarriers with the subcarrier interval being
∆f = 1/T , where T denotes the time length of one
OFDM symbol. Each OFDM symbol is appended with
a cyclic prefix (CP) of length TC to remove the inter-
symbol interference (ISI) caused by frequency-selective
wireless channels. The length of CP is selected as the
maximum propagation delay in both communication
and sensing channels. Assuming that the BS sends M
continuous OFDM symbols, and the mth OFDM symbol

Transceiver Sensing receiver

MU 1

MU U

Target

Target

BS

Fig. 1. JCAS system with downlink sensing. The BS uses a single-
antenna receiver dedicated for sensing the reflected downlink signals.

is given by

x(m) =

K−1∑
k=0

s[k,m] exp(j2πk∆fmTA), (1)

where s[k] denotes an N×1 waveform vector transmitted
on the kth subcarrier, and TA = T + TC denotes the
length of an OFDM symbol with including the CP.

For the propagation channels of sensing, the trans-
mitted signal impinges on G moving targets with the
relative velocity of {vg}Gg=1 and the distance of {Rg}Gg=1.
The reflected signal after removing the CP is then trans-
formed into digital domain using the sampling frequency
of K/T . By conducting K-point FFT’s on the digital
signals, we can obtain the reflected signals at each
subcarrier of the mth OFDM symbol as [13–15]

y[k,m]

=

G∑
g=1

βga
∗
g exp

(
−j2πkτg

T

)
s[k,m] exp(j2πfD,gmTA)

+ n[k,m]

=g∗[k]s[k,m] exp(j2πfD,gmTA) + n[k,m], (2)

where βg denotes the attenuation caused by path loss
and reflection of the gth target, ag is an N × 1 array
response vector of ULA, τg = 2Rg/c0 is the time delay
with c0 being the speed of light, fD,g = 2fcvg/c0 is the
Doppler frequency offset with fc being the carrier fre-
quency, n[k,m] is a complex additive-white-Gaussian-
noise (AWGN) at receiver of BS with zero mean and
variance of σ2

1 , and g[k] denotes the radar channel at
frequency domain. We assume a line-of-sight (LoS) path
from the BS to each target, i.e., ag = a(θg), with θg
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being AoDs.
Meanwhile, the transmit array communicates with U

MUs. The received signal at each MU is

ru[k,m] = h∗u[k,m]s[k,m] + n′u[k,m], (3)

where hu[k,m] is the channel matrix between BS and
MU at subcarrier k, and n′u[k,m] is a complex AWGN
noise of MU u with zero mean and variance of σ2

2 .
For MUs, we also assume a LoS path. Our proposed
waveform design has no particular requirement for the
expression of both g[k] and hu[k,m].

III. SENSING PARAMETER ESTIMATION

In this section, we illustrate how to estimate the major
sensing parameters, delay, AoA and Doppler frequency.

We assume that Doppler phase shift is approximately
invariant during a short period from m = 1 to m =
M0 ≥ N OFDM symbols. The data symbols of total M0

OFDM symbols with neglecting the impact of Doppler
shift are denoted as s[k], which can be either the training
sequence or the precoded data symbols. The received
signal block from m = 1 to m = M0 is written as

y∗[k] ≈
G∑
g=1

βg exp
(
−j2πkτg

T

)
a∗gs[k] + n∗[k]

=e∗[k]B∗A∗s[k] + n∗[k]

=g∗[k]s[k] + n∗[k], (4)

where e[k] is a G × 1 vector with the gth entry being
exp

(
j2πk τgT

)
, B = diag(β1, · · · , βG) with βg being the

path loss of the gth target, A = [a1, · · · ,aG] is the array
response matrix, and n[k] is a complex AWGN noise
vector.

We use traditional MMSE estimation to obtain ĝ[k],
i.e., ĝ[k] = y∗[k](S∗[k])(S[k]S∗[k] + σ2

1

P IN )−1. After
obtaining ĝ[k], we stack ĝ[k] from k = 0 to k = K − 1
into a K ×N matrix, i.e.,

Γ =[ĝ[0], · · · , ĝ[K − 1]]∗

≈[e[0], e[1], · · · , e[K − 1]]∗B∗A∗

,[c1, · · · , cG]B∗A∗, (5)

where cg equals exp(j2πτg(0, 1, · · · ,K − 1))T . We let
the singular value decomposition (SVD) of Γ be

Γ = UΓEΓV∗Γ, (6)

where UΓ is the left signal matrix with the dimension
of K ×G and VΓ is the right singular matrix with the
dimension of N ×G. It is noted that UΓ can be seen
as a subspace spanned by G vectors that are related to
delays. In the same way, VΓ can be seen as a subspace

that is related to G AoDs. Denote the null-space of UΓ

and the null-space of V as ŪΓ and V̄Γ, respectively, the
time delays and AoDs can be obtained via MUSIC

τ̂g = arg max
τg

1

‖e∗gŪΓ‖2F
. (7)

In the same way, AoDs can also be estimated by (7) with
eg replaced by ag and ŪΓ replaced by V̄Γ.

IV. WEIGHTED SIGNAL OPTIMIZATION FOR JCAS

In this section, we aim to optimize the waveforms for
JCAS systems, taking into consideration of the sensing
parameter estimation in Section III. We consider to
implement a digital precoder, i.e.,

s[k] = P[k]b[k], (8)

where b[k] is a U × 1 vector and P[k] is an N × U
precoder that precodes b[k] in the frequency domain.
P[k] will be optimized for achieving both SDMA com-
munications and sensing.

For radar sensing, note that we can first use the non-
precoded training sequence to get some initial estimation
for some sensing parameters, in particular, the delay and
AoAs. Therefore, the precoding is optimized for signals
containing data symbols that will be further used for
improving the sensing performance. With the availability
of the initial estimate of A, we aim to maximize the
combining gain of targets as

Ĩ =

K−1∑
k=0

‖A∗P[k]‖2F , (9)

where Ĩ denotes the sum of the projected length of each
precoding vector into the subspace of A.

For communications, we consider the MUI, which is
the power leakage from other users, i.e.,

MUI =

K∑
k=1

U∑
u=1

|h∗u[k]P[k]s[k]− su[k]|2

≤
K∑
k=1

‖H∗[k]P[k]−E‖2F

,J̃ , (10)

where H[k] = [h1[k], · · · ,hU [k]] denotes the channel
matrix of all MUs, su is the uth data symbol, and E is a
diagonal matrix with the uth entry being s2

u. Assuming
that E is a scaled identity matrix, the optimal precoder
that minimizes the MUI is P[k] = (H∗[k])†.

We intend to jointly consider both problems of maxi-
mizing Ĩ and minimizing J̃ . Directly using weighted sum
of two individual problems is inappropriate, hence we
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change the sign of maximizing Ĩ and provide a weighted
sum problem of minimizing J̃ and −Ĩ , i.e.,

arg min
P[k]

f(P[k]) = µJ̃ − (1− µ)Ĩ

s.t.‖P[k]‖2F ≤ P, (11)

where P is the power constraint at each subcarrier.
The objective function in (11) becomes a non-convex
function due to the change of sign. Due to the quadratic
form of f(P[k]), we propose a novel approach to solve
the non-convex joint function in (11).

For notational simplicity, we assume K = 1 and omit
the parameter k. The joint function is rewritten as

f(P) =µtr(P∗HH∗P−EH∗P−P∗HE + E2)

− (1− µ)tr(P∗UU∗P)

=tr(P∗(µCH − (1− µ)CA)P)

− µtr(EH∗P + P∗HE−E2)

=

U∑
u=1

p∗u(µCH − (1− µ)CA)pu

− µeu(h∗upu + p∗uhu − eu)

,
U∑
u=1

p∗uCpu − µeu(h∗upu + p∗uhu − eu), (12)

where pu is the uth vector of P, CA = AA∗ and
CH = HH∗ denote correlation matrices of U and H,
respectively, and C = µCH − (1− µ)CA. Note that C
is not a semi-definite matrix and makes the problem hard
to solve. We take SVD of C as

C = VΛV∗, (13)

where Λ is a diagonal full-rank matrix and V is a unitary
matrix. Since we let the left singular matrix and the right
singular matrix to be the same, the diagonal entries of
Λ may be negative. Letting

pu = V(qu + µeuΛ
−1V∗hu) (14)

where qu is a L× 1 vector with L = rank(C). Substi-
tuting pu into (12), we transform the joint optimization
problem into

arg min
qu

f(qu) =

U∑
u=1

(q∗uΛqu)

s.t.

U∑
u=1

‖qu + µeuΛ
−1V∗hu‖2F ≤ P. (15)

We note that Λ has both negative and positive diagonal
entries, hence f(qu) is still a non-convex function. More
specifically, f(qu) is a saddle surface. The constrain-
t is a complex sphere with the sphere center being

−µeuΛ−1V∗hu.
We prove that the optimal points that minimizes (15)

are obtained by letting the curve of g(qu) =
U∑
u=1
‖qu +

µeuΛ
−1V∗hu‖2F = P and the curve of f(qu) = f0 be

tangent.
Proof: In (15), each element of qu is independent

of each other. Supposed that the jth diagonal entry of Λ
is negative, and given an arbitrary point of qu satisfying
g(qu) < P , it is easy to find a new [qu]j that has a larger
modulus than its original value, such that g(qu) = P .
Noting that f(qu) = q∗uΛqu, the larger modulus of [qu]j
means the smaller f(qu). Therefore, the minimal value
of f(qu) is on the surface of g(qu) = P . Similarly, the
maximal value is also on the surface of g(qu) = P .

Given f(qu) = f0, which is the surface that makes
f(qu) reach its globally minimum value, this curve
cannot be intersected with g(qu) = P . Otherwise,
the inner point of g(pu) = P also minimizes f(qu).
Therefore, the minimal value of f(qu) is reached when
f(qu) = f0 and g(qu) = P are tangent.

We obtain the tangent plane of g(qu) = P as(
∂g

∂qu

∣∣∣∣
qu=q0

u

)∗
(qu − q0

u)

=2(q0
u + µeuΛ

−1V∗hu)∗(qu − q0
u) = 0, (16)

where q0
u is the tangent point, and we obtain the tangent

plane of f(pu) as(
∂f

∂qu

∣∣∣∣
qu=q0

u

)∗
(qu − q0

u)

=
(
2Λq0

u

)∗
(qu − q0

u) = 0. (17)

Since the curve of f(qu) = f0 is tangent with g(qu) =
P , the plane of (16) and (17) are the same. Hence, the
optimal qu satisfies that

qu + µeuΛ
−1V∗hu = λΛqu

U∑
u=1
‖qu + µeuΛ

−1V∗hu‖2F = P
, (18)

where λ is an unknown factor that is not zero. The value
of λ depends on P . With a given P , (18) generates a
2U th order equation of λ, denoting the cases of inner-
tangent plane and outer-tangent plane. It is noted that the
closed-form solution of λ is unable to obtain when U is
too large, e.g., 2.

Next, we propose an iterative algorithm that makes λ
infinitely approach to the closed-form solution. To avoid
f(qu) reaching the maximum point, we assume P is
sufficiently large and take an initial point of qu, denoted
as q

(0)
u , such that g(q

(0)
u ) = P and f(q

(0)
u ) < 0.
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Algorithm 1 Iterative Weighted Sum Optimal Precoder
Design

1: Input: A and H[k].
2: Initialization: Determine δ, µ, P , and E =

diag(e1, · · · , eU ). Iteration index is i = 0. The
objective function is denoted as f(qu).

3: Generate C[k] = µH[k]H∗[k]− (1− µ)AA∗.
4: Take the SVD of C[k], C[k] = V[k]Λ[k]V∗[k].
5: Find an initial point of q

(0)
u [k], such that (1):

g(qu) = P ; (2): q∗u[k]Λ[k]qu[k] < 0.
6: while ‖q(i)

u [k]− q
(i−1)
u [k]‖2F > δ do

7: Choose one out of two temporary points expressed
as (19), such that f(q̄

(i)
u [k]) < f(q

(i)
u [k]).

8: Generate q
(i+1)
u [k] according to (20).

9: i = i+ 1.
10: end while
11: Output: p?u[k] = V[k](q

(i)
u [k] +

µeuΛ
−1[k]V∗[k]hu[k]).

We make a small step of length ε > 0 from q
(i)
u to

generate two temporary points, which are written as

q̄
(i)
u+ = q(i)

u +
∂f

∂qu
ε

q̄
(i)
u− = q(i)

u −
∂f

∂qu
ε. (19)

Aiming to make f
(
q̄

(i)
u

)
< f

(
q

(i)
u

)
, we denote the

one with smaller f as q̄
(i)
u . Then, we project q̄

(i)
u into

the surface of g(qu) = P to generate the next iterative
point. The projective point has the minimum distance
with q̄

(i)
u . It is noted that the surface of g(qu) = P is

a sphere with center being −µeuΛ−1V∗hu. Hence, the
projective point is given by

q(i+1)
u = aq̄(i)

u + (a− 1)(µeuΛ
−1V∗hu), a > 0, (20)

where a is a real value, such that g
(
q

(i+1)
u

)
= P .

With the number of iterations increasing, f(q̄
(i)
u )

drops. The new iterative point infinitely approaches to
the tangent point. The iteration can be terminated when
‖q(i)

u − q
(i−1)
u ‖2F ≤ δ with δ being a threshold that

denotes the error between the final iterative point and
the tangent point.

The proposed iterative optimization approach is sum-
marized in Algorithm 1 for any subcarrier k.

V. SIMULATION RESULTS

In this section, we provide simulation results to val-
idate the proposed scheme, following the system and
channel models introduced in Section II. We simulate
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Fig. 3. Spectral Efficiency versus SNR for radar targets with
employing individual and joint designs.

a scenario where a BS communicates with U = 2 MUs
and detects G = 2 targets. The BS adopts a 16 × 1
ULA as the transmit antennas, uses BPSK to transmit
a 3 × 1 data symbol vector on each subcarrier. The
number of subcarriers is K = 256. The AoDs that are
uniformly distributed from −π to π. The delay of each
target is a random value ranging from 0 to T/2 = 0.5
ms. One OFDM symbol has a length of TA = 1.5 ms.
The weighted factor is µ = 0.5.

Fig. 2 illustrates an example of beam patterns for
different designs. For individual design, which is a com-
bination of individual optimal radar and communication
precoders, i.e., P[k] = [A, (H∗[k])†], we see that there
are four main lobes located at −35◦, 0◦, 35◦, and 60◦,
which indicate the AoDs of targets and MUs. Our
proposed precoder matches with the individual design
tightly. However, it is noted that the individual precoder
needs four RF chains for communication and radar
sensing in total while our proposed JCAS precoder only
needs U = 2 RF chains.

Fig. 3 unfolds the achieved spectral efficiency (SE) of
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radar with using the JCAS precoder, i.e.,

S =
1

K

K∑
k=1

log2 |IU + P∗[k]g[k]g∗[k]P[k]|, (21)

where IU is a U ×U identity matrix. We see that the SE
increases linearly with SNR increasing. The SE achieved
by the optimal radar precoder, P[k] = A, remains the
highest. Our proposed precoder achieves a satisfactory
SE and approaches to that of the individual optimal
precoder with G decreasing. This can be explained by
the fact that, with G decreasing, the precoder has less
distortion between the individual radar precoder and the
JCAS precoder.

Fig. 4 shows how the sum rate of multiple users varies
with SNRs using different designs. For the precoder
optimized solely for communication, its sum rate re-
mains the highest. Our proposed precoder achieves better
performance than the solution in [16], which is mainly
because our proposed algorithm maximizes the spectral
efficiency and minimizes MUI for MUs simultaneously,
while the weighted solution needs to determine a desired
constellation symbol matrix.

VI. CONCLUSION

In this paper, we studied the sensing parameter esti-
mation and transmission waveform optimization problem
for a JCAS system using a dedicated single-antenna
receiver for sensing. We provided a closed-form solu-
tion to the joint optimization problem and proposed an
iterative algorithm to obtain the optimal precoder. The
beam pattern of our proposed solution matches with the
individual optimal solution tightly. The achieved spectral
efficiency of sensing approaches to the individual design
with the number of targets decreasing. The achieved
sum rate for communications outperforms the existing
solution.
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