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Abstract—Evaluating edge deployments from a user per-

spective requires modeling, in a unified framework, the commu-

nication part, i.e., the cellular access network, and the computa-

tion part, i.e., the Mobile-edge server. This paper presents a 

framework that enables this, by joining the SimuLTE 4G net-

work simulator and the Intel CoFluent edge-computing simula-

tor. We show how the two tools are integrated and discuss some 

preliminary validation of the framework. 
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I. INTRODUCTION 

Multi-access Edge Computing (MEC) apportions computa-

tional capabilities typical of the Cloud near the edge of mo-

bile (4G and beyond) networks. Examples of MEC-based use 

cases include computational offloading for Internet-of-

Things applications, smart transportation and dynamic con-

tent optimization [1]. Mobile Edge (ME) servers or MEC 

hosts, deployed close to the eNBs of a cellular network, in-

teract with the Radio Access Network (RAN) and obtain in-

formation on its status and its users. Such information can be 

exploited to offer context-aware services, in an environment 

where the latency between the mobile user and the ME is 

smaller than with a cloud-based service, due to proximity.  

A relevant question for operators, manufacturers and service 

deployers is where exactly the “edge” should be located, with 

respect to the architecture of the mobile network. Possible an-

swers range from co-located with eNBs, at one extreme, to 

co-located with the cellular network gateway, at the other. It 

is clear that the answer to the above question – which may 

not be unique, and may well be service-dependent – impacts 

the scalability, the cost, the latency of the service, as well as 

the amount of bandwidth consumed by MEC-related traffic 

(e.g., a “far” edge might require a massive transfer of context 

data to a centralized point, whereas a “near” edge would not). 

On the other hand, pooling computational resources is more 

cost effective, and deploying them too near to the user would 

be inefficient.  

From a user perspective, deployment options need be evalu-

ated based on user-perceived metrics, such as round-trip la-

tency. The latter includes the transit in the uplink and down-

link of the cellular network, as well as the computation time 

spent in the MEC host. These times are influenced by differ-

ent factors: RAN congestion and or poor channel quality in-

fluences the first, but not the second; on the other hand, con-

gestion on the computing resources on server influences the 

second and not the first.  

Evaluating the latency of MEC services is not an easy task, 

because the scientific community lacks tools that incorporate 

both models of computation and communication at the same 

time. Although several works do exist in the literature (e.g., 

[2][3]) they rely on numerical evaluations of the system per-

formance. Discrete-event network simulators, such as Sim-

uLTE [4] or Lena [5], incorporate accurate models of the mo-

bile network. However, they do not model MEC computa-

tions (SimuLTE incorporates some MEC functionalities [6], 

but does not have a model of computation, resource conten-

tion at the ME, etc.). On the other hand, there are cloud com-

puting simulator – see, e.g., [7][8] – where the computation 

part is modeled, but the communication part is absent. There-

fore, short of building in-house prototypes (which are costly, 

at the very least), there is currently little that one can do to 

make a sound end-to-end evaluation of MEC services.  

The aim of this paper is to present a framework to assess 

edge-computing deployments and evaluate their perfor-

mance. The evaluation is performed via a co-simulation ap-

proach involving two tools: SimuLTE [4] and CoFluent. [9] 

The former is a system-level simulator that models the data 

plane of the LTE-A RAN. The latter is an Intel product that 

simulates the EPC and the edge-computing infrastructure. 

The two simulators are made interoperable to allow the eval-

uation of end-to-end MEC-based services.  

The rest of this paper is organized as follows: Section II de-

scribes the background technologies, whereas Section III pre-

sents the simulation tools that we used and the way we joined 

them into an end-to-end tool. Section IV describes the simu-

lation scenarios and the results that we obtained. Section V 

concludes the paper. 

II. BACKGROUND 

This section introduces some background on MEC and LTE-

advanced.  

A. Multi-access Edge Computing 

MEC is being standardized by the ETSI [10], following to the 

architecture shown in Figure 1. With MEC, MEC apps run in 

a virtualized environment, hence computational resources 

can be allocated on demand to users requesting a particular 

service or task. This allows the supervisor of the MEC archi-

tecture (e.g., the network operator) to optimize resource uti-

lization, even dynamically, by migrating user applications 

from a MEC host to another, based on several criteria, includ-

ing computation and communication requirements. 

At the top of the hierarchy, called the MEC System Level, a 

global vision of the state of all the MEC Hosts in the system 

exists. More in detail, the MEC system Level receives MEC 

Application Instantiation requests from user applications, 

checks their requirements (e.g., maximum communication la-
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tency, computational resources, availability of MEC ser-

vices), and selects – and instructs accordingly – the MEC 

Host that will host the corresponding ME Application in-

stance. Within the MEC Host, the MEC Platform provides 

services defined in [11] that can be exploited by MEC Apps, 

such as: the Smart Relocation Service handles migration of 

MEC apps to other MEC Hosts; the Radio Network Infor-

mation Service (RNIS), which is used to gather information 

from the network elements (e.g. number of users connected 

to a specific radio base station); the Bandwidth Manager, 

which defines the priority of data traffic destined to MEC 

Apps within the MEC Host; the Location Service provides 

information on the users’ position. The Virtualization Infra-

structure is the core of the MEC Host, and it runs MEC Apps 

as instances of virtual machines, allowing them to communi-

cate both within the MEC Host (e.g., with the services of the 

MEC Platform) and outside it (e.g., with users’ local applica-

tions). 

B. LTE-Advanced 

MEC interacts with the underlying access networks. Among 

these, a key role will be played by cellular networks, i.e., 

LTE-Advanced (LTE-A) and its 5G evolution. The architec-

ture of LTE-A is composed of a Radio Access Network 

(RAN) part and an Evolved Packet Core (EPC) part. The 

main components of the LTE RAN are the radio base stations, 

called eNodeBs (eNBs), and the cellular users, called User 

Equipments (UEs), as shown in Figure 1. The eNB handles 

cell-wise operations, such as radio resource allocation to UEs. 

In particular, every Transmission Time Interval (TTI - 1ms in 

LTE, possibly shorter in 5G new radio), the eNB schedules a 

subset of Resource Blocks (RBs) to allow UEs to send/re-

ceive data to/from the eNB uplink/downlink (UL/DL) direc-

tions. The EPC is a flat IP-based network, where the Packet 

Data Network Gateway (PGW) represents the entry/exit point 

of the LTE-A network. 

In such context, MEC Hosts can be deployed anywhere in the 

EPC, possibly close to the eNBs as depicted in Figure 1 so 

that a single MEC Host is responsible to handle the UEs con-

nected to a small number of adjacent eNBs.  

III. END-TO-END SIMULATIONS WITH 4G AND MEC 

This section describes the tools that we used to realize the 

end-to-end co-simulation framework described in the Intro-

duction.  

A. SimuLTE 

A detailed description of SimuLTE is provided in [4]. In this 

section we highlight the information most relevant to our en-

visioned framework. SimuLTE is based on the OMNeT++ 

framework [13], and it simulates the data plane of the 

LTE/LTE-A RAN and EPC.  

UEs and eNBs are implemented as compound modules. 

These can be connected with each other and with other nodes 

(e.g. routers, applications, etc.) in order to compose networks. 

SimuLTE allows simulation of LTE/LTE-A in Frequency Di-

vision Duplexing (FDD) mode, with heterogeneous eNBs 

(macro, micro, pico etc.), using omnidirectional and aniso-

tropic antennas. Its main component nodes are shown in Fig-

ure 3. The Binder module is visible by other nodes in the sys-

tem and stores information about them, such as identifying 

the interfering eNBs in order to compute the inter-cell inter-

ference perceived by a UE in its serving cell. Using the 

Binder as an information repository allows one to implement 

control functions as queries to the latter, without the need of 

modeling or implementing control-plane protocols. The latter 

can be added to SimuLTE, of course, should one wish to eval-

uate them specifically.  

TCP 
[APP1]

UDP 
[APP1]

TCP UDP

IP

LTE NIC

Binder
PPP

IP

LTE NIC

eNBUE

LTE NIC

LTE NIC

PHY

PDCP

RLC

MAC

 
Figure 3 SimuLTE UE and eNB modules and the LTE stack 
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Figure 1 – Example of a MEC-enabled LTE-A system. 
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Figure 2 – Overview of the Multi-access Edge Computing Framework 



The Network Interface Card (NIC) module, whose structure 

is shown in Figure 3, implements the LTE stack.  

In [4], a detailed description of each component is presented. 

Detailed information on the input/output parameters of Sim-

uLTE can be found in [12]. SimuLTE is a system-level simu-

lator, i.e. it aims at evaluating the performance of a large 

number of interconnected nodes, focusing more on accurately 

modeling their interactions and on capturing the overall ef-

fects system-wise. This is in contrast with link-level simula-

tors, e.g., [14][15], whose focus is on the accurate modeling 

of the physical layer, which normally do not allow a user to 

setup end-to-end scenarios with applications and upper layers 

involved.  

As far as the MAC layer is concerned, at the beginning of 

each TTI the eNB prepares a schedule list in both the UL and 

the DL directions. In the latter, the available resources are 

shared among the active connections according to a given 

scheduling policy. SimuLTE includes the following sched-

ulers: Maximum Carrier- over-Interference (Max C/I), Pro-

portional Fair (PF), Deficit Round Robin (DRR). Scheduling 

processes in the two directions are independent, and they may 

follow different policies. In SimuLTE, eNBs can also be con-

figured as external cells. An external cell generates interfer-

ence on the UL/DL spectrum according to a user-specified 

pattern (e.g., a percentage of occupied RBs), without the need 

of simulating its users, its scheduling process, the LTE proto-

col stack or actual traffic. External cells are useful in multi-

cell scenarios. A user can instantiate a relatively small num-

ber of UEs in one or few target cells, and simulate accurately 

what happens in these, while at the same time keeping a cor-

rect accounting of inter-cell interference by placing an outer 

tier of external cells. This considerably reduces the duration 

of simulations, with no appreciable degradation of the accu-

racy of its results. 

Note that SimuLTE does include models of MEC entities, 

which are described in [19]. Therefore, a SimuLTE user can 

generate scenarios involving MEC entities and 4G traversal. 

However, only the functional aspects of MEC entities are 

modeled therein, whereas their performance implications are 

not. In other words, the computations occurring on a simu-

lated MEC Host in SimuLTE occupy a null simulated time. 

Therefore, modeling the response time at a MEC Host - due 

to computational resource contention, virtualization, disk 

swaps, etc., - is not possible, unless a suitable model of all the 

above aspects is added to SimuLTE. The effort of modeling 

all the above is considerable, and therefore we prefer to cap-

italize on the expertise which has already been embodied in 

CoFluent, which we describe in the next subsection. 

B. CoFluent 

In this section, we focus on how we use Intel CoFluent Tech-

nology in this E2E co-simulation framework. Intel® CoFlu-

ent™ studio is a modeling and simulation tool for optimizing, 

analyzing and predicting the performance of complex sys-

tems. A detailed description of CoFluent is available in [9]. 

CoFluent speeds up the deployment of systems by modeling 

and simulating both hardware and software interactions. 

Within this work, we use CoFluent to simulate MEC servers 

at different deployment locations. The MEC servers can be 

deployed at different levels in the CoFluent behavioral 

model, which can be configured through JSON files. Typical 

examples for MEC deployment options include: universal 

Customer Premises Equipment (uCPE), RAN-edge, Smart 

Central Office (CO) and Edge Data Centre (DC). 

CoFluent can be used to evaluate the latency and throughput 

of data flows coming to and leaving from the MEC system, 

as it simulates computing and communication cost with high 

accuracy and high speed.  

C. Combining SimuLTE and CoFluent in a single co-

simulation framework 

We now describe the architecture of the co-simulation frame-

work for end-to-end simulation of MEC-enabled cellular net-

works. The two simulation tools are made interoperable to 

create a co-simulation environment, i.e. a simulation system 

wherein SimuLTE and CoFluent are treated as independent 

simulators, having their own models and configuration files. 

They are also executed as independent pieces of software, and 

coordination is achieved through information sharing. 

Each tool will aim at assessing the impact of the two involved 

network portions on the E2E service. More in detail, Sim-

uLTE will consider the impact of the RAN, including channel 

quality, mobility, radio resource scheduling, etc. CoFluent in-

stead, will assess the impact of the EPC and MEC environ-

ment, including core-network delay, processing delay at the 

MEC servers, etc. The logical entities involved and the infor-

mation exchanged in the co-simulation process are shown in 

Figure 5.  

SimuLTE will be used to simulate a RAN deployment com-

posed of a configurable number of UEs and eNBs. Each UE 

will execute an application client, modeling the behavior of 
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Figure 4 - Implementation of the Uplink leg of the co-simulation 

 



the selected use case, and will request services to the MEC 

infrastructure. Application clients can be implemented as 

TCP- or UDP-based OMNeT++ applications, defining the 

logic for the generation of requests and handling of responses. 

The requests will travel as data packets through the LTE net-

work, thus using UL resources managed by the UE’s serving 

eNB. MEC responses, in turn, will be generated by the MEC 

server and sent back to the UE through the eNB, using DL 

resources.  

CoFluent will instead be used to simulate the EPC and the 

MEC environment. Service requests coming from SimuLTE 

will travel through the EPC and will be processed by the 

MEC host. The latter will implement a model of the MEC app 

for the specific use-case, and will generate service responses. 

Note that SimuLTE includes also a model of the EPC, which 

is not instantiated to avoid duplication. 

UE eNB
MEC 
Host

RAN UL

RAN DL

EPC

SimuLTE CoFluent

 
Figure 5 - High-level view of the entities involved in the E2E com-

munication 

The two tools interact via file exchange as follows: 

Step 1: SimuLTE is run with the required UE drop and mo-

bility model. The simulated UEs generate traffic requests, 

which are then transmitted as application-level messages via 

the UL. Traffic requests incur delays as they travel through 

the RAN, due to several factors, such as channel quality, re-

source occupancy, etc. When UE requests reach the EPC en-

try point, they leave SimuLTE. The size and timings of the 

traffic requests are written to Logfile#1 file. Each line in the 

above file will include the simulated time at which the request 

was generated at the UE, as well as the simulated time at 

which it reached the EPC entry point. Both times are ex-

pressed in SimuLTE’s timeframe.  

Step 2: CoFluent is run, feeding it with Logfile#1 including 

the UE requests. The models of the MEC elements will pro-

cess the requests, and the MEC server will generate the data 

payload according to the traffic model in use. Payload will be 

sent back towards the access network. Packet size and tim-

ings of the data payload are written to Logfile#2 file. 

Step 3: SimuLTE is run again in the same scenario used for 

Step 1, i.e. with the same initial positions and mobility of 

UEs. Logfile#2 is used as an input to generate DL traffic from 

eNBs to be sent towards the intended UEs. Traffic requests 

are delayed as they travel through the DL of the RAN, until 

they reach the application layer at the intended UE.  

The above architecture has been implemented by extending 

both SimuLTE and CoFluent, and setting up tools for infor-

mation exchange among the two. With reference to Figure 4, 

in the UL direction the following elements have been imple-

mented: 

1. A C++ application that generates periodic service re-

quests, which is executed on every UE; 

2. A C++ application that collects all the requests from the 

eNBs, and prints the UL packet trace to Logfile#1; 

3. a python program, simu2mec.py, which parses the UL 

packet trace and generates a structured JSON file to be 

given as input to CoFluent. 

In the DL direction the following elements have been imple-

mented: 

1. A program written in python, referred to as 

mec2simu.py, which parses the DL packet trace pro-

duced by CoFluent, and generates a structured JSON 

file, containing the ID of the packets, the ID of the 

generating UE, and the timestamp. 

2. An application written in C++ that reads the JSON 

file produced by the MEC environment, generates 

service responses accordingly and sends them to-

wards the interested UEs, going through their serv-

ing eNBs 

3. An application written in C++, running on each UE, 

which receives service responses and computes sta-

tistics according to the considered use case; 

IV. PERFORMANCE EVALUATION 

We have evaluated the above framework using an infotain-

ment data traffic model, on a deployment/mobility model 

based on an urban grid scenario. 

Our infotainment application is a bidirectional communica-

tion between a UE and a MEC server. The UE periodically 

generates and transmits to the MEC server a Video Request, 

which translates to a constant-size application message. The 

MEC server responds with a Video Stream, composed of a 

given number of frames. Frames have constant size and are 

transmitted at a rate of 25 per seconds. A selection of frame 

sizes for various video bitrates is given in Table 1. The num-

ber of frames within a video stream is proportional to the du-

ration of the latter.  

 
Table 1 - Exemplary choice of frame sizes for various video bitrates. 

Video Format Bitrate Frame Size  

240p 0.64 Mbps 3200 Bytes 

360p 0.96 Mbps 4800 Bytes 

480p 1.28 Mbps 6400 Bytes 

720p 2.56 Mbps 12800 Bytes 

 

We measure the following KPIs: 

 Packet Delay (PD): the time between the transmission of 

the frame from the MEC node and the reception at the 

UE. This gives a measure of the freshness of video 

 
Figure 6 - The eight roads in the urban-grid scenarios 
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frames, e.g. to evaluate the performance of a video 

stream. 

 Inter-frame time (IFT): the time between the reception 

of two consecutive frames of the same video stream.  

The first scenario that we take into account considers a grid 

of 8 roads in an urban scenario, as we show in Figure 6. 

The grid is placed at the center of a 57-cell floorplan and is 

populated with 24 UEs (three per road) moving across the 

roads. In Figure 7, we give a graphical representation of the 

scenario, wherein each represented eNB is a trisectorial site. 

The eNBs belonging to the innermost two tiers (21 eNBs) are 

simulated with a full protocol stack and they transmit/receive 

actual traffic. The 36 eNBs in the external tier, instead, are 

configured as external cells in SimuLTE to reduce the dura-

tion of the simulations.  Table 2 reports the main simulation 

parameters for SimuLTE. 

The MEC protocol and Workload processing latency are sim-

ulated in CoFluent model. They can be divided into 3 parts: 

1) UL latency of MEC service,  

2) DL latency of MEC service,  

3) processing latency of MEC service. 

The simulation parameters of MEC service are reported in the 

second part of Table 2. Two deployment options are sup-

ported: RAN and CRAN. In the former, the MEC nodes are 

placed within the RAN, closer to the eNB. In the latter in-

stead, MEC nodes are deployed farther from the RAN.  

The processing latency of each response is calculated as  

𝑀𝐸𝐶𝑙𝑎𝑡 =
𝑁 ∙ 𝑙 ∙ 𝐵

𝐹
 

𝑁 is the number of request number, 𝑙 is the size of each re-

sponse, 𝐵 is the CPU frequency required for each bit  𝑙, 𝐹 is 

the processing capacity of the CPU (in frequency). In Figure 

8 we show the distribution of the interpacket times for the two 

considered MEC deployments. The two curves have a similar 

shape – as one would indeed expect – as the deployment dis-

tance has a negligible impact on the relative delay variation. 

The effect of using a CRAN deployment are instead visible 

in Figure 9, where we show the distributions of packet delays 

for the two scenarios. 

V. CONCLUSIONS 

This paper has presented a simulation framework to evaluate 

MEC services from a user perspective. The framework com-

bines network simulation, using SimuLTE, and computing 

system simulation, using Intel CoFluent. The two simulators 

are run independently and are connected via file sharing. This 

allows one to factor in the service impairments (notably, the 

delay) due to both computation and network traversal. 

Future work on the topic will include running the two simu-

lators in parallel, using a shared simulated time reference. 

Moreover, we are currently finalizing the development of 

 
Figure 7 - Representation of the urban-grid deployment taken from 

the SimuLTE environment. 

Table 2 - Simulation parameters 

Parameter Name Value 

SimuLTE 

#eNBs 57 

#UEs 24 (3 per road) 

Fading + shadowing Enabled 

Bandwidth 20 MHz (100 PRBs) 

eNB Tx Power 46 dBm 

UE Tx Power 23 dBm 

External Cells Tx Power 41 dBm 

External Cells load level 100% 

UE speed 14 m/s 

CoFluent 

Mp3 4.77 us/m (5000m) 

Mp1 5 us 

N3 5.4 us 

N6 5.4 us 

FrontHaul 4.77 us/m (500m) 

F 2x4GHz 

B 100 Hz/bit 

 

 
Figure 8 - Distribution of the Inter Frame Times for two MEC de-

ployments. 

 
Figure 9 - Distribution of the packet delays for two MEC deploy-

ments 
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Simu5G, the evolution of SimuLTE that incorporates 

NewRadio technology. As the latter inherits the same archi-

tecture of its predecessor, all the work described in this paper 

can be seamlessly reused with a 5G NewRadio access net-

work. 
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