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Abstract—In a typical communication system, in order to main-
tain a desired signal-to-noise ratio (SNR) level, initial beam align-
ment (BA) must be established prior to data transmission. In a
setup where a base station (BS) transmitter (Tx) sends data via a
digitally modulated waveform, we propose an user equipment (UE)
enhanced with an hybrid-intelligent reflective surface (HIRS) to aid
beam alignment. A novel multi-slot estimation scheme is developed
that alleviates the restrictions imposed by the hybrid digital-analog
(HDA) architecture of the HIRS and the BS. To demonstrate the
effectiveness of the proposed BA scheme, we derive the Cramér-
Rao lower bound (CRLB) of the parameter estimation scheme and
provide numerical results.

Index Terms—Beam Alignment, Intelligent Reflecting Surfaces,
Integrated Sensing and Communication, Wireless Systems

I. INTRODUCTION

Integrated sensing and communication is emerging as a key
component of beyond-5G and 6G wireless systems [1]. The
increasing demand for higher data rates has led to consider-
ing millimeter wave (mmWave) communications with its large
frequency bandwidths. These frequencies exhibit high isotropic
path loss so that a large beamforming gain is required, which
can be achieved by using large antenna arrays and aligning
the directional beams of the UE and BS. However, sampling
broadband signals of many antennas is in general expensive,
which motivates the use of HDA architectures [2] at the BS and
UE to reduce hardware cost. We propose to equip a UE with a
hybrid-intelligent reflective surface (HIRS) to aid beam alignment
(BA). In such a setup, the intelligent reflecting surface (IRS) array
is physically mounted on the UE and enables integrated sensing
and communication (ISAC). The majority of recent studies have
focused on positioning intelligent surfaces between the BS and
UE in a fixed manner, where they serve as configurable reflectors
to modify the propagation environment. The main objective is to
have the IRS either extend the range, increase the rank of the
channel matrix [3], or enhance the (radar-) sensing capability
[4]. UEs equipped with IRS have recently been studied in [5],
where the authors suggest to install large IRS arrays on vehicles
to improve the sensing of automotive users. The work of [6]
has investigated the use of Simultaneously Transmitting and
Reflecting IRS, where the incident wireless signal is divided
into transmitted and reflected signals passing into both sides of
the space surrounding the surface. The authors of [7] introduce
the concept of HIRS, which enables metasurfaces to reflect the

impinging signal in a controllable manner, while simultaneously
sensing a portion of it. In this work we also adopt such an IRS
architecture. Note that this architecture differs from that in [6] in
that the former re-transmits a portion of the impinging wave via
another set of antenna elements.

The main contribution of this work is to present a scheme
where the BS and a mobile UE that is equipped with such HIRS,
perform parameter estimation at each end. The HDA architecture
has a limited number of RF chains at both entities which prohibits
conventional multiple-input multiple-output (MIMO) processing
and calls for design of RF domain reduction matrices. Taking this
into account, we develop a multi-slot scheme where the reduction
matrices achieve a trade-off between exploring the beam-space
and high beamforming gain. The contributions of this work are
summarized below:

• We propose to use an HIRS equipped UE to assist the
initial BA procedure for highly directional beamforming
applications.

• To meet the constraints of the HDA architecture of the arrays
at both ends of the system, we propose a novel multi-slot
sensing strategy for UE parameter estimation.

• We provide numerical results to demonstrate the effective
gain resulting from increasing the physical size of the HIRS
array.

Notation: We adopt the following standard notation. (·)∗ and
(·)T denote the complex conjugate and transpose operations,
respectively. (·)H denotes the Hermitian (conjugate and transpose)
operation. |x| denotes the absolute value of x if x ∈ R, while
|X | denotes the cardinality of a set X . ‖x‖2 denotes the `2-norm
of a complex or real vector x. Im denotes the m ×m identity
matrix and [n] = {1, . . . , n} the set of positive integers.

II. SYSTEM MODEL

Consider a BS and a UE that is equipped with an HIRS [7],
as depicted in Fig. 1. The BS has Na antennas and Nrf radio
frequency (RF) chains, while the HIRS at the UE side has La

antennas, namely the La surface elements of the HIRS, and
Lrf RF chains. The UE is connected to the IRS controller that
performs BA. An HIRS can sense a portion of the incoming
signal and reflect the remaining part in a controllable direction
[8]. For an incident signal x ∈ CLa , the reflection and sensing
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Fig. 1. Schematic of the system model. The HIRS architecture adopts the model
in [7].

signals are ΦHx and DHx, respectively, where

Φ = diag
(
β1e

jψ1 , . . . , βle
jψl , . . . , βLae

jψLa
)

(1)

D = diag
(
β̄1e

jρ1 , . . . , β̄le
jρl , . . . , β̄La

ejρLa
)

(2)

are La×La complex reflection and sensing matrices, and where
for l ∈ [La] the parameter βl ∈ [0, 1] is the amplitude of the
reflection coefficients, ψl ∈ [−π, π] is the tunable phase shift of
the reflected signal, ρl ∈ [−π, π] is the tunable phase shift for
the sensed signal and β̄l = 1− βl.

We assume that the phase shifts can be compensated at the
combining stage of the UE and thus we set ρl = 0 ∀ l in (2).
For simplicity, we choose β = β1 = β2 = · · · = βLa

so that

Φ(β, ψ) = β diag
(
ejψl , . . . , ejψLa

)
∈ CLa×La (3)

D(β) = (1− β) ILa
∈ CLa×La (4)

A. Channel Model

Suppose the BS and the UE are equipped with uniform linear
arrays (ULAs) with half-wavelength spacings (i.e. λc/2) between
the antenna elements. The array response vectors at the BS and
UE are denoted by

[a(θ)]m = ejπ(m−1) sin(θ) m ∈ [Na] (5)

[b(φ)]l = ejπ(l−1) sin(φ) l ∈ [La], (6)

where θ ∈ [−π2 , π2 ] is the angle of arrival (AoA) or angle of
departure (AoD) at the BS, and φ ∈ [−π2 , π2 ] is the AoA or AoD
at the UE.

For the downlink (DL) and uplink (UL) transmission, a linear
time-varying line-of-sight (LOS) channel is considered. In the
delay-Doppler domain, the DL and UL channels are

Hdl(τ, ν) = hdlb(φ)aT(θ)δ(τ − τ0/2)δ(ν − ν0/2) ∈ CLa×Na

(7)

Hul(τ, ν) = hula(θ)bT(φ)δ(τ − τ0/2)δ(ν − ν0/2) ∈ CNa×La

(8)

where hdl and hul are the attenuation coefficients, τ0 is the two-
way delay and ν0 is the two-way Doppler shift.

The overall two-way channel Hi(τ, ν) ∈ CNa×Na in the i-th
slot can be written as a two-dimensional convolution as

Hi(τ, ν) = Hul(τ, ν) ∗ΦH
i Hdl(τ, ν)

= hdlhula(θ)bT(φ)ΦH
i b(φ)aT(θ)δ(τ − τ0)δ(ν − ν0)

= h(Φi)a(θ)aT(θ)δ(τ − τ0)δ(ν − ν0), (9)

where Φi is the reflection matrix of the IRS configured by the
UE in the i-th slot and

h(Φi) := hdlhulbT(φ)ΦH
i b(φ). (10)

is the two-way channel coefficient.

B. Orthogonal Frequency-Division Multiplexing Signaling
We consider multi carrier modulation with orthogonal

frequency-division multiplexing (OFDM). To avoid inter-symbol
interference (ISI) between OFDM symbols, each symbol is
preceded by a cyclic prefix (CP) of duration Tcp, resulting in an
overall symbol duration of To = T +Tcp. The OFDM modulated
signal in the i-th slot is thus

si(t) =
∑
n,m

xi[n,m]rect
(
t−nTo
To

)
ej2πm∆f(t−Tcp−nTo) (11)

with average power constraint

E[|xi[n,m]|2] = Pt, ∀(i, n,m)

We assume that pilot symbols are transmitted from the BS for
the entire BA duration. For simplicity, we consider a single
stream DL transmission such that we can express the beamformed
transmitted signal as

si(t) = f
∑
n,m

xi[n,m]rect
(
t−nTo
To

)
ej2πm∆f(t−Tcp−nTo) (12)

where f ∈ CNa is a generic beamforming (BF) vector of unit
norm. We design f so that it covers a section of the beam-
space with a constant gain in the main beam, and very low gain
elsewhere (see [9] for details).

C. Received Signal Model
The received signal at the UE after channel (7) is processed by

the sensing matrix Di and a combining matrix Ui ∈ CLa×Lrf

resulting in the analog linear processing matrix Vi = DiUi.
After removing the CP and applying standard OFDM processing,
the sampled signal is (see e.g. [10])

yi[n,m] =

gdlVH
i b(φ)xi[n,m]ej2π(nTo

ν0
2 −m∆f

τ0
2 ) + wi[n,m], (13)

where we have defined gdl := hdlaT(θ)f . Similarly, the received
(back-scattered-) signal at the BS at the i-th slot is

ri[n,m] =

gul
i UH

BS,ib(θ)xi[n,m]ej2π(nToν0−m∆fτ0) + ni[n,m], (14)

where ni[n,m] = 1
M

∑M−1
k=0 ni[n, k]e−j2π

mk
M is the noise

after the discrete Fourier transform (DFT) with ni[n,m] ∼
NC(0, σ2INrf

), and gul
i := h(Φi)b

T(φ)f the overall complex UL
channel coefficient.



D. Design of Receive Beamformers

As discussed in section II-C, the UE and BS apply a combining
matrix to the signal received at their respective ULAs, due
to the implemented hybrid BF architecture. To meet the page
limit in this article, we provide only a brief overview of the
design strategy for the sequence of combining matrices. The
main concept here, is to design these matrices such that they
probe different narrow angular sectors of the beam space across
different slots. To this end, using a method based on solving
a magnitude least-squares problem for designing BF vectors
in [9], [11], we obtain a codebook of beamforming vectors
UUE = {u1, ...,uK}, where each of the k ∈ [K] codewords is a
flat-top beam designed to cover a specific section on the desired
field of view such that the codewords are not overlapping. In
every slot i of BA, the UE randomly samples Lrf BF vectors
{ū1, ..., ūLrf

} from UUE and obtains its combining matrix, i.e.
Ui = 1√

Lrf
{ū1, ..., ūLrf

} . A similar procedure takes place at the
BS to obtain the BF vectors UBS,i indicated in (14).

III. BEAM ALIGNMENT

A. Multi-Slot Maximum Likelihood Estimation

To solve the BA problem, both the BS and UE must estimate
their AoAs. We derive a maximum likelihood (ML) scheme and,
to increase the accuracy, we suppose that in a certain slot of
BA all the observations up to the current slot are taken into
account for the AoA estimation so that the accuracy improves
over time. Since the overall complex UL channel coefficient
gul
i of the BS might vary in each slot due to the chosen IRS

configuration, we additionally derive the multi-slot maximum
likelihood estimation (MMLE) at the BS for the case of slot-
wise varying complex channel coefficients. We thus first derive
the multi-slot ML estimate at UE and we rewrite (13) as

yi[n,m] = gdlVH
i b(φ)xi[n,m]tn,m(τ0, ν0) +wi[n,m], (15)

where tn,m(τ0, ν0) := e−jπ(m∆fτ0−nToν0). We can reformulate
the expression of (15) by stacking the NM observations into
a column vector yi ∈ CNMLrf and, defining the expression
Gi(τ0, ν0, φ) :=

(
T(τ0, ν0)⊗VH

i b(φ)
)
, the column vector can

be defined as

yi = gdlGi(τ0, ν0, φ)xi +wi. (16)

The likelihood-function of yi is

L(yi; (gdl, τ0, ν0, φ)) =
1

det(2πσ2INMLrf
)1/2
·

exp

(
− 1

2σ2

(
(yi − gdlGixi)

H(yi − gdlGixi)
))

. (17)

After collecting all the previous observations up to the i-th slot
y(i) = [y1, . . . ,yi], the log-likelihood function is

`(y(i);(gdl, τ0, ν0, φ)) = log
(
L(y(i); (gdl, τ0, ν0, φ))

)
=

i∑
s=1

log
(
L(yi; (gdl, τ0, ν0, φ))

)
. (18)

Using the ML estimates for unknown parameters in [12] and

V(i) =

i∑
s=1

‖xs‖22VsV
H
s

c(i)(τ0, ν0) =

[
i∑

s=1

xT
sT(τ0, ν0)YH

s VH
s

]
,

we can write the ML estimate as

(ĝdl
i , τ̂i, ν̂i, φ̂i) = arg max

gdl,τ0,ν0,φ

Re
{

2gdlcH(i)(τ0, ν0)b(φ)

−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

} (19)

Optimizing (19) with the respect of Re(gdl) and Im(gdl), we
obtain

gdl
opt =

bH(φ)c(i)(τ0, ν0)

bH(φ)V(i)b(φ)
, (20)

and the ML estimates

(τ̂i, ν̂i, φ̂i) = arg max
τ0,ν0,φ

∣∣bH(φ)c(i)(τ0, ν0)
∣∣2

bH(φ)V(i)b(φ)
, (21)

which are approximately found by evaluating the objective func-
tion in a finite set of points.

At the BS we use the same steps except that the channel
coefficients in (14) depend on the slot index. We can thus rewrite
the received signal (14) at the BS as

ri =
(
T̃(τ0, ν0)⊗ gul

i UH
BS,ia(θ)

)
xi + ni (22)

Hence, the ML estimate ({ĝul}is=1, τ̂i, ν̂i, θ̂i) is

arg min
{gul}is=1,τ0,ν0,θ

Re

{
i∑

s=1

|gul
s |2‖xs‖22aH(θ)UBS,sU

H
BS,sa(θ)

−2gul
s x

T
s T̃(τ0, ν0)RH

sUH
BS,sa(θ)

}
,

(23)

where Rs ∈ CNrf×NM is the matrix of the observation at BS in
the s-th slot. As for the UE, by defining

Ũs = ‖xs‖22UBS,sU
H
BS,s

c̃s(τ0, ν0) =
[
xT
s T̃(τ0, ν0)RH

sUH
BS,s

]H
, (24)

and optimizing (23) with the respect of Re(gul
s ) and Im(gul

s ), the
optimal value of gul

s is

gul
s,opt =

aH(θ)c̃s(τ0, ν0)

aH(θ)Ũsa(θ)
, (25)

which yields the ML estimates at the BS in the i-th slot as

(τ̂i, ν̂i, θ̂i) = arg max
τ0,ν0,θ

i∑
s=1

|aH(θ)c̃s(τ0, ν0)|2
aH(θ)Ũsa(θ)

, (26)

which is approximately solved by evaluating the objective func-
tion on a finite set of points.



B. Cramer Rao Lower Bound

We derive the CRLB as a benchmark. Let g = |gdl| and
ψg = ∠(gdl) be the amplitude and phase of gdl, respectively,
and define the vector ξ = [g, ψg, φ, τ

′
0, ν0] with the unknown

real parameters. We form the 5 × 5 Fisher information matrix
whose (k, l)-th element is

[I(ξ,X)]k,l =

2

σ2

i∑
s=1

∑
n,m

Re

{
∂sHs [n,m; ξ]

∂ξk

∂ss[n,m; ξ]

∂ξl

}
, (27)

where X = {X1, . . . ,Xi} is the set of all pilot symbols sent
up to the i-th slot, and Xs = {xs[n,m]} ∀ n,m the set of all
pilot symbols sent in the s-th slot. The expression (27) can be
manipulated to take the following structure:

I(ξ,X) =
1

σ2


Igg 0 Igφ 0 0
0 Iψgψg Iψgφ Iψgτ ′

0
Iψgν0

Igφ Iψgφ Iφφ Iφτ ′
0

Iφν0
0 Iψgτ ′

0
Iφτ ′

0
Iτ ′

0τ
′
0

Iτ ′
0ν0

0 Iψgν0 Iφν0 Iτ ′
0ν0

Iν0ν0

 , (28)

Let φ̂ be an unbiased estimator of φ. Since we consider only AoA
estimation, it can be further simplified to yield the approximated
CRLB in the i-th slot as (29), where we defined b̃(φ) as b̃(φ) =
diag(0, . . . , La − 1) b(φ).

C. IRS parameter tuning

We present here a method to set the IRS parameters, namely
β and {ψi}La

i=1, in order to help the BS estimate its AoD. We
define the moving standard deviation of the UE local estimate at
time slot i as

σ(φii−Nw+1) :=

√√√√ 1

Nw − 1

Nw−1∑
j=0

(
φ̂i−j − φ

i

i−Nw+1

)2

, (30)

where φ
i

i−Nw+1 := 1
Nw

∑Nw−1
j=0 φ̂i−j is the moving average

of the estimate. Our method sets β = 0 until the moving
standard deviation drops below a predefined threshold, and β = 1
thereafter. In particular, we select the threshold as the 3 dB
beamwidth of an La-antenna ULA, given by [13, Ch. 6]

Θ3 dB = 2

[
π

2
− arccos

2 · 1.391

πLa

]
. (31)

Regarding the IRS phase shifts, it is trivial to observe that the
magnitude of the two-way coefficient in (10) is maximized when
we set ψi = 2π(i− 1) sin(φ).

The resulting IRS configuration strategy is
Φi(β, ψ) = 0La×La

Di(β) = ILa

if σ(φii−Nw+1) > Θ3 dB,

Φi(β, ψ) = diag(b(2φ̂i))
Di(β) = 0La×La

if σ(φii−Nw+1) < Θ3 dB,

(32)

where φ̂i is is the ML estimate obtained by the UE as described
in section III-A.

D. Radar Cross Section

To model the two-way channel between BS and UE, it is
fundamental to consider the radar cross-section (RCS) of the IRS.
In each slot i of BA, the RCS of the IRS can be computed by

σRCS,i := σRCS,BBF · cos(φ) ·GIRS(Φi) (33)

where σRCS,BBF denotes the RCS of the IRS before BF. Given
that the IRS is configured for reflection towards a certain direc-
tion, its RCS increases towards this direction by the achievable
IRS gain which is defined in (10) as

GIRS(Φi) := |bT(φ)ΦH
i b(φ)|. (34)

We propose a model for the RCS of the IRS based on [14]. This
model is obtained by considering a realistic IRS array composed
of conventional metallic patches. This model takes into account
the physical array dimensions and the operating wavelength. The
numerical value is given by

σRCS,BBF =
4π(λc2 La)2(λc2 )2

λ2
c

. (35)

For performance comparison purposes, we consider also a hypo-
thetical value of RCS before BF. For this purpose, we assume the
IRS fits within a conventional mobile phone. Measurements of
the back of a human hand [15] or other similar-sized objects [16]
show that one can obtain an average RCS between -20 dBsm and
-15 dBsm. However, since such objects present curved shapes and
less radar reflectivity than IRS, it is reasonable to assume that the
monostatic RCS of the IRS should be higher than these values,
yielding σRCS,BBF > −15 dBsm. Recent work on drones’ RCS
[17] found that a metallic object with an area of 128 mm × 53
mm (similar size to a mobile phone) results in a RCS value of
σRCS,MP(λc) = 13 dBsm at a carrier frequency fc = 60 GHz.
We thus assume that σRCS,ABF after perfect BF is upper bounded
as σRCS,ABF ≤ σRCS,MP(λc) = 13 dBsm. To this end, we select
the hypothetical value of −5 dBsm for this comparison. This
value is justified since the IRS gain is upper bounded by

GIRS(Φi) = |bT(φ)ΦH
i b(φ)|≤ La = 64 ≡ 18 dB, (36)

which means σRCS,i can reach its upper bound of 13 dBsm in
case of φ = 0 and perfect reflection.

IV. NUMERICAL RESULTS

We now provide numerical results to verify the effectiveness of
the methods proposed in the previous section. In the remainder,
we consider the parameters shown in Table I. The channel
parameters in (7) and (8) are assumed to remain constant over
Nslot slots, defined as the maximum number of slots expected
to be necessary for BA. This is justified for moderate values of
Nslot since the frame duration is approximately 50 µs. Some of
the results are given as a function of the SNR that would be
obtained at the UE in case no beamforming would be used at the
transmitter nor at the receiver. We refer to this magnitude as the
SNR before beamforming (SNRUE,BBF), which is given by

SNRUE,BBF :=
λ2

c

(4πd)2

Pt

σ2
. (37)



Var{φ̂}i ≥
C

(i)
φ σ2

2MNPavg2π2 cos2(φ)

(
C

(i)
φ

˜̃C
(i)
φ −

(
Re
{
C̃

(i)
φ

})2

[3 · (1− cos(φ))2 + 1]−
(

Im
{
C̃

(i)
φ

})2
) , (29)

where C
(i)
φ :=

i∑
s=1

‖VH
s b(φ)‖22 , C̃(i)

φ :=

i∑
s=1

b̃H(φ)VsV
H
s b(φ) , ˜̃C

(i)
φ :=

i∑
s=1

∥∥∥VH
s b̃(φ)

∥∥∥2

2
.

First, the AoA estimation accuracy at the UE side is inves-
tigated. Figure 2 shows the estimated AoA root mean square
error (RMSE) as a function of SNRUE,BBF. For evaluation of the
RMSE, we run a large number of simulations over certain range
of distances, where at each run, the AoA and AoD are chosen
uniformly at random from the set [−87◦, 87◦]. Note that the dis-
cretization error of the ML estimation, i.e. the lowest achievable
RMSE due to the discretized grid for the ML estimation in (21),
is shown to evaluate the general quality of the MMLE results. It
can be observed that the proposed estimation scheme improves
significantly with larger number of slots for BA. We would like
to further remark that, although the above simulation presents
the ML estimate of the AoA, the ML estimation metrics in (21),
and (26) at the UE and BS side respectively, can be used to
obtain an estimate of the delay, Doppler and angle parameters
simultaneously, where these parameters are defined over a 3-
dimensional grid of parameters.

The following figures indicate performance in terms of the
achievable spectral efficiency at the UE after obtaining angular
estimates and using them to tune the beamformers. This is
numerically computed by averaging

log2

(
1 + SNRUE,BBF|aT(θ)a∗(θ̂)bH(φ̂)b(φ)|2

)
(38)

over multiple simulations over a range of distances, where φ̂ and
θ̂ are ML estimates obtained as derived in Section III-A.

It is easy to verify that, by applying the values in Table I to
(35), the RCS evaluates to approximately −11 dBsm. The achiev-
able spectral efficiency after beamforming when the number of
slots for BA is fixed to 32 is shown in Figure 3. There, we
consider the analytic RCS, a hypothetical one, and a case where
the IRS is replaced by a metallic plate of the same size. It can be
observed that the communication performance after BA is close
to optimal for both RCS values when the SNR is as low as −5 dB
to 0 dB.

Inspired by the previous result, we now fix the SNRUE,BBF

to −4 dB (corresponding to a distance of 10 m for our system
configuration, reasonable for indoor scenarios) and study perfor-
mance in terms of achievable spectral efficiency as a function of
the number of slots allocated for BA in Figure 4. The result
shows that our IRS based BA method consistently improves
spectral efficiency by at least 2 bits/s/Hz. Note that in all of
the above simulations we have used a relatively small transmit
power of 1mW. By using larger values, as would be the case with
most BSs, the effective operational range of the scheme can be
extended to meet requirements for larger cell sizes.
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Fig. 2. RMSE value of the AoA estimated at the user side.

Parameter Value
Operating frequency fc = 60 GHz ⇔ λc = 5 mm

Bandwidth B ≈ 1 GHz

Subcarriers M = 2048

Subcarrier-spacing ∆f = 480 kHz

OFDM symbols per slot N = 14

CP duration Tcp = 0.07/∆f

BS antennas Na = 64

IRS antennas/elements La = 64

RF chains BS/UE Nrf = Lrf = 4

Transmit power Pt = 0 dBm = 1 mW

Noise power σ2 = −84 dBm ≈
4× 10−12 W

Pilot signals similar to CSI-RS from [18]
RCS model of IRS See (33) and (35)

ML grid size (angle, delay, Doppler) 400× 20× 20

No. of estimates for IRS activation Nw = 5

TABLE I
OVERVIEW OF USED SYSTEM PARAMETERS.

V. CONCLUSIONS

Motivated by the requirement for BA in mmWave communica-
tions with highly directional beamforming, we have proposed the
use of an on-device-mounted HIRS to aid the BA procedure. In
the proposed scheme, a multi-slot parameter estimation frame-
work is developed to deal with the restriction imposed by the
HDA architecture. Our numerical results demonstrate that with
sufficiently large number of slots, the user device can reliably
estimate the AoA of the incoming communication signal and
maintain a significantly higher spectral efficiency.
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