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Abstract—In this paper, the appealing features of a dual-
polarized intelligent reflecting surface (IRS) are exploited to im-
prove the performance of dual-polarized massive multiple-input
multiple-output (MIMO) with non-orthogonal multiple access
(NOMA) under imperfect successive interference cancellation
(SIC). By considering the downlink of a multi-cluster scenario,
the IRSs assist the base station (BS) to multiplex subsets of users
in the polarization domain. Our novel strategy alleviates the
impact of imperfect SIC and enables users to exploit polarization
diversity with near-zero inter-subset interference. Our results
show that when the IRSs are large enough, the proposed scheme
always outperforms conventional massive MIMO-NOMA and
MIMO-OMA systems even if SIC error propagation is present. It
is also confirmed that dual-polarized IRSs can make cross-polar
transmissions beneficial to the users, allowing them to improve
their performance through polarization diversity.

Index Terms—Multi-polarization, intelligent reflecting sur-
faces, Massive MIMO, NOMA

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is one key
technology for the fifth-generation (5G) wireless systems. The
technology uses a large number of antennas at the base station
(BS) to transmit parallel data streams to multiple users through
spatially separated beams. Conventionally, orthogonal multiple
access (OMA) techniques are combined with massive MIMO
to guarantee zero inter-beam interference in scenarios where it
is difficult to multiplex users in the space domain. Even though
such schemes can effectively cope with the interference issue,
they may perform poorly in terms of spectral efficiency and
latency as the number of users increases. Therefore, MIMO-
OMA systems are not ideal for ultra-dense deployments,
and this motivates the use of non-orthogonal multiple access
(NOMA), such that MIMO-NOMA can serve simultaneously
several users with non-separable beams.

The performance of a massive MIMO-NOMA network
scales up with the increase of antennas. However, due to
physical space constraints, in practical systems the number
of antennas is limited at both the BS and user’s devices. One
efficient strategy to alleviate such a limitation can be achieved
by arranging the antenna elements into co-located pairs with
orthogonal polarizations, forming a dual-polarized antenna
array. With such an approach, it becomes possible to install
twice the number of antennas of a single-polarized array uti-
lizing the same physical space. In addition, dual-polarization
enables massive MIMO-NOMA systems to exploit diversity

in the polarization domain, which can significantly outperform
conventional single-polarized schemes [1].

Despite the mentioned advantages, a dual-polarized massive
MIMO-NOMA system still has limitations. For instance, the
stochastic nature of the scatterer environment can depolarize
the transmitted signals and generate cross-polar interference
at the receivers. As demonstrated in [1], this depolarization
phenomenon can deteriorate the system performance. Further-
more, in power-domain NOMA, the users need to employ
successive interference cancellation (SIC) to decode their
received data symbols, which also has some drawbacks. An
increase in the number of users leads to higher interference and
a more complex SIC decoding process, potentially resulting in
excessive decoding errors, and lowered system throughput.

Therefore, new strategies and technologies are needed to
overcome the above impairments. In this sense, the recent
concept of an intelligent reflecting surface (IRS) [2] holds a
great potential. An IRS is an engineered device that comprises
multiple sub-wavelength reflecting elements with reconfig-
urable electromagnetic properties. The phases and amplitudes
of reflections induced by the IRS elements are controlled in-
dependently via software, which enables them to, collectively,
forward the impinging waves with an optimized radiation
pattern and reach diverse objectives like steering, collimation,
absorption, and control of polarization [3]. Such appealing
features unlock countless new possibilities for manipulating
the random phenomena of electromagnetic propagation, a
critical issue in any wireless communication system. This
is discussed in several recent works, some of them dealing
specifically with MIMO-NOMA schemes [4]–[7].

Although IRSs have been studied in different scenarios and
applications recently, to the best of our knowledge, all related
works are limited to single-polarized systems, and there are
no works that exploit IRSs for manipulating polarization in
dual-polarized MIMO-NOMA networks. Motivated by this, in
this paper, we harness the features of dual-polarized IRSs for
enabling polarization diversity and for reducing the impact
of imperfect SIC in a dual-polarized MIMO-NOMA network.
The reflecting elements of each IRS are optimized to mitigate
the transmissions originated at the BS from the interfering
polarization. We transform the complicated original problem
into quadratic constrained quadratic sub-problems, and we
show that their optimal solutions can be obtained via interior-
points methods in polynomial time. We present representative
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Fig. 1: System model. Dual-polarized IRSs enable users to exploit polarization
diversity by mitigating polarization interference.

numerical simulation results alongside with comprehensive
discussions. For instance, we show that when the IRSs are
large enough, the proposed scheme always outperforms con-
ventional massive MIMO-NOMA and MIMO-OMA systems
even if SIC error propagation is present.

Notation and Special Functions: Bold-faced lower-case
letters denote vectors and upper-case represent matrices. The
ith element of a vector a is denoted by [a]i, the (ij) entry
of a matrix A by [A]ij , and the transpose and the Hermitian
transpose of A are represented by AT and AH , respectively.
The symbol ⊗ represents the Kronecker product, � is the
Khatri-Rao product [8], IM represents the identity matrix of
dimension M × M , and 0M,N denotes the M × N matrix
with all zero entries. The operator vec{·} transforms a matrix
of dimension M×N into a column vector of length MN , the
operator vecd{·} converts the diagonal elements of an M ×
M square matrix into a column vector of length M , diag{·}
transforms a vector of length M into an M × M diagonal
matrix, and <{·} returns the real part of a complex number.

II. SYSTEM MODEL

Consider a single cell MIMO-NOMA network where one
BS is communicating in downlink mode with multiple users.
Both users and the BS comprise dual-polarized antenna ele-
ments that are arranged into multiple co-located pairs, each
one containing one vertically and one horizontally polarized
antenna element. The users are equipped with N/2 pairs of
dual-polarized receive antennas, and the BS with M/2 pairs
of dual-polarized transmit antennas, where we assume that
M and N are even, and M � N . Moreover, the users are
distributed among K spatial clusters that are organized into G
groups of U users each.

We program the BS to further subdivide each of the G
groups into two polarization subsets, namely vertical subset
and horizontal subset, each one containing Up users, p ∈
{v, h}, i.e., Uv users are served with vertically polarized
transmit antennas, and Uh users are served with horizontally
polarized antennas, such that Uv + Uh = U . To enable
this scheme, we optimize dual-polarized IRSs to ensure that
signals transmitted from one polarization impinge only at users
assigned to that specific polarization. For this, we assume that
there are U IRSs with L dual-polarized reflecting elements
installed within each group and that each IRS assists one user.

Following the proposed strategy, the BS applies superpo-
sition coding to each polarization subset and transmit the

superimposed messages through the assigned polarization.
More specifically, the BS sends the following signal

x=

K∑
k=1

Pk

[
xv

xh

]
=

K∑
k=1

Pk

G∑
g=1

U∑
u=1

vkguαkguxkgu∈CM×1, (1)

where xp is the data vector transmitted in the polarization
p ∈ {v, h}. xkgu and αkgu are, respectively, the symbol and
the power coefficient for the uth user in the gth group within
the kth cluster. Pk ∈ CM×M̄ is a precoding matrix intended to
eliminate inter-cluster interference, in which M̄ is a parameter
that controls the number of effective data streams, and vkgu ∈
CM̄×1 is a precoding vector responsible for multiplexing the
users in the polarization domain, satisfying ‖vkgu‖2 = 1.

A dual-polarized IRS with L elements can be modeled by a
block matrix partitioned into four L×L diagonal sub-matrices,
each one modeling reflections from one polarization to another.
Specifically, the reflection matrix for the dual-polarized IRS
that assists the uth user in the gth group of the kth cluster is:

Θkgu =

[
Φvv
kgu Φhv

kgu

Φvh
kgu Φhh

kgu

]
∈ C2L×2L, (2)

where Φpq
kgu = diag{[ωpqkgu,1e

−jφpq
kgu,1 , ωpqkgu,2e

−jφpq
kgu,2 , · · · ,

ωpqkgu,Le
−jφpq

kgu,L ]} ∈ CL×L, with φpqkgu,l and ωpqkgu,l represent-
ing, respectively, the phase and amplitude of reflection induced
by the lth element from polarization p to polarization q, with
p, q ∈ {v, h}, in which |ωpqkgu,l|2 ≤ 1. By using the multi-
polarized and the dyadic backscatter channel models [1], [2],
the full channel matrix for the uth user in the gth group of
the kth cluster can be structured as

HH
kgu =

√
ζBS-IRS
kgu ζ IRS-U

kgu

1
√
2

 S̄vv
kgu 0

L,N
2

0
L,N

2
S̄hh
kgu

H [
Φvv

kgu Φhv
kgu

Φvh
kgu Φhh

kgu

]

×
[

Ḡvv
kgu

√
χBS-IRSḠhv

kgu√
χBS-IRSḠvh

kgu Ḡhh
kgu

]
+
√
ζBS-U
kgu

[
D̄vv

kgu

√
χBS-UD̄vh

kgu√
χBS-UD̄hv

kgu D̄hh
kgu

]H
,

(3)
where D̄pq

kgu ∈ CM
2 ×

N
2 , S̄pqkgu ∈ CL×N

2 , and Ḡpq
kgu ∈ CL×M

2

model, respectively, the fast-fading channels between the BS
and the uth user (link BS-U), the uth IRS and the uth user (link
IRS-U), and the BS and the uth IRS (link BS-IRS), from the
polarization p to the polarization q, in which p, q ∈ {v, h},
with χBS-U and χBS-IRS ∈ [0, 1] denoting the inverse of the
cross-polar discrimination parameter (iXPD) that measures
the power leakage between polarizations in the links BS-
U and BS-IRS. Moreover, 1√

2
is an energy normalization

factor, and ζBS-U
kgu, ζ IRS-U

kgu , and ζBS-IRS
kgu represents the large-scale

fading coefficients for the links BS-U, IRS-U, and BS-IRS,
respectively. Observe that we model depolarization in the
links BS-U and BS-IRS, but not in the link IRS-U. This
means that only negligible power leaks between polarizations
in the channels between the IRSs and users. Furthermore, we
assume that D̄pq

kgu, and Ḡpq
kgu are correlated. On the other

hand, we model S̄pqkgu as a full rank channel matrix. The
covariance matrices of the links BS-IRS and BS-U can be
calculated, respectively, as RBS-IRS

k = ζBS-IRS
kgu (χBS-IRS + 1)I2⊗Rk,

and RBS-U
k = ζBS-U

kgu(χBS-U+1)I2⊗Rk, where Rk is the covariance
matrix observed in each polarization, with rank denoted by



rk. Note that, we have assumed that the links BS-U and BS-
IRS share the same covariance matrix Rk. This is valid for
the scenario where both IRS and users are located within
the same cluster of scatterers. Recalling the Karhunen–Loève
representation [9], (3) can be rewritten as

HH
kgu =


Svv

kgu 0
L,N

2

0
L,N

2
Shh
kgu

H [
Φvv

kgu Φhv
kgu

Φvh
kgu Φhh

kgu

][
Gvv

kgu Ghv
kgu

Gvh
kgu Ghh

kgu

]

+

D
vv
kgu D

vh
kgu

D
hv
kgu D

hh
kgu

H (I2⊗
(

Λ
1
2
k UH

k

))
=
(
SHkguΘkguGkgu + DH

kgu

) (
I2⊗

(
Λ

1
2

kUH
k

))
, (4)

where Λk ∈ Rr
?
k×r

?
k

>0 is a diagonal matrix that collects
r?k nonzero eigenvalues of Rk, sorted in descending order,
Uk ∈ CM

2 ×r
?
k is a unitary matrix containing the first r?k left

eigenvectors of Rk, corresponding to the eigenvalues in Λk,
Spqkgu ∈ CL×N

2 is the full rank channel matrix of the link
IRS-U, and Dpq

kgu ∈ Cr?k×N
2 and Gpq

kgu ∈ CL×r?k represent,
respectively, the reduced-dimension fast-fading channels of
the links BS-U and BS-IRS, from the polarization p to the
polarization q, with p, q ∈ {v, h}, whose entries follow
the complex Gaussian distribution with zero mean and unit
variance. For notation simplicity, the iXPD, the large scale
fading coefficients, and the factor 1√

2
have been absorbed in

the corresponding channel matrices.
The uth user in the gth group within the kth cluster receives

the following signal

ykgu =
(
SHkguΘkguGkgu + DH

kgu

) (
I2⊗

(
Λ

1
2

kUH
k

))
×

K∑
m=1

Pm

G∑
n=1

U∑
i=1

vmniαmnixmni +

[
nvkgu
nhkgu

]
, (5)

where npkgu ∈ CN
2 ×1 is the noise vector observed at polariza-

tion p ∈ {v, h}, whose entries follow the complex Gaussian
distribution with zero mean and variance σn.

III. PRECODING, IRS OPTIMIZATION, AND RECEPTION

A. Spatial interference cancellation

The precoding matrix Pk is intended to remove the inter-
ference of different spatial clusters. From the signal model
in (5), it is clear that this objective can be accomplished

if
[
I2 ⊗

(
Λ

1
2
k UH

k

)]
Pk = 0, ∀k′ 6= k. Therefore, Pk can

be computed from the null space of the matrix Ωk =

[U1, · · · ,Uk−1,Uk+1, · · · ,UK ] ∈ C
M
2
×
∑

k′ 6=k r?
k′ . To this end,

let Ũ
(0)
k ∈ C

M
2 ×

M
2 −
∑

k′ 6=k r
?
k′ be a unitary matrix com-

posed by the left eigenvectors of Ωk associated with its
last M

2 −
∑
k′ 6=k r

?
k′ vanishing eigenvalues. Then, to focus

the transmissions to the cluster of interest, we match Pk

to the dominant eigenmodes of the matrix Πk = I2 ⊗[(
Ũ

(0)
k

)H (
UkΛ

1
2
k

)]
. This can be accomplished by multiply-

ing Ũ
(0)
k by a unitary matrix constructed from the dominant

eigenvectors of the covariance matrix Πk(Πk)H = I2 ⊗[(
Ũ

(0)
k

)H
RkŨ

(0)
k

]
= I2 ⊗ Ξ̃k. To be more specific, by repre-

senting the left eigenvectors of Ξ̃k by Ūk =
[
Ū

(1)
k Ū

(0)
k

]
,

with Ū
(1)
k ∈ C(M

2 −
∑

k′ 6=k r
?
k′)× M̄

2 collecting the first M̄
2

columns of Ūk, the desired precoding matrix can be computed
by Pk = I2 ⊗

(
Ũ

(0)
k Ū

(1)
k

)
= I2 ⊗ P̃k ∈ CM×M̄ , in

which, due to the dimensions of Ũk and Ūk, the constraints
K ≤ M̄ ≤

(
M − 2

∑
k′ 6=k r

?
k′

)
and M̄ ≤ 2r?k must be satisfied.

B. Polarization assignment and formation of subsets

First, the BS sorts the users within each group in ascending
order based on their large-scale fading coefficients observed
in the link BS-U, such that ζBS-U

kg1 < ζBS-U
kg2 < · · · < ζBS-U

kgU .
Then, by assuming that U is an even number, users associated
with odd indexes are assigned to the vertical polarization,
and users associated with even indexes to the horizontal
polarization, resulting in two disjoint subsets, the vertical
subset Uv = {1, 3, · · · , U − 1}, containing Uv = U/2 users,
and the horizontal subset Uh = {2, 4, · · · , U}, containing
Uh = U − Uv = U/2 users. In order to implement this
strategy, for 1 ≤ g ≤ G and 1 ≤ u ≤ U , the BS employs
the following precoding vector

vkgu =

[
vvkgu
vhkgu

]
=


[
01,g−1,1Uv (u),01, M̄2 −g

]T[
01,g−1,1Uh(u),01, M̄2 −g

]T
 , (7)

where 1A(i) is the indicator function of a subset A, which
results 1 if i ∈A, and 0 if i /∈A.

C. IRS optimization

Since the inter-cluster interference has been addressed, we
can drop the cluster subscript and simplify the signal in (5) as
in (10), on the top of the next page.

As can be observed in (10), the symbols intended to the
subsets assigned to the vertical polarization propagate through
the channels modeled by the left blocks of the channel matri-
ces, while the symbols for subsets assigned to the horizontal
polarization propagate through the right blocks. Therefore, the
IRSs of users assigned to the vertical polarization should be
optimized to null out the right channel blocks, and the IRSs for
users assigned to the horizontal polarization should null out
the left channel blocks. More specifically, we aim to achieve
in subsets assigned to the vertical polarization:[

(Svv
gu)

HΦvv
guGhv

gu+(Svv
gu)

HΦhv
guGhh

gu

(Shh
gu)

HΦvh
guGhv

gu+(Shh
gu)

HΦhh
guGhh

gu

]
+

[
(Dhv

gu)
H

(Dhh
gu)

H

]
≈
[
0N

2
,r?

k

0N
2
,r?

k

]
, (8)

and in subsets assigned to the horizontal polarization:[
(Svv

gu)
HΦvv

guGvv
gu+(Svv

gu)
HΦhv

guGvh
gu

(Shh
gu)

HΦvh
guGvv

gu+(Shh
gu)

HΦhh
guGvh

gu

]
+

[
(Dvv

gu)
H

(Dvh
gu)

H

]
≈
[
0N

2
,r?

k

0N
2
,r?

k

]
. (9)

Note that, by mitigating the transmissions originated from
the interfering polarization, we can transform depolarization
phenomena into an advantage. More specifically, this strategy
should enable users to receive their intended messages, trans-
mitted from a single polarization (or vertical, or horizontal),
in both receive polarizations. In other words, the proposed
scheme enables polarization diversity.

Due to space constraints, we focus on the optimization
for IRSs of vertical subsets. Based on (8), the reflecting



ygu =

[(Svv
gu)

HΦvv
guGvv

gu + (Svv
gu)

HΦhv
guGvh

gu

] [
(Svv

gu)
HΦvv

guGhv
gu + (Svv

gu)
HΦhv

guGhh
gu

]
[
(Shh

gu)
HΦvh

guGvv
gu + (Shh

gu)
HΦhh

guGvh
gu

] [
(Shh

gu)
HΦvh

guGhv
gu + (Shh

gu)
HΦhh

guGhh
gu

]
+

(Dvv
gu)

H (Dhv
gu)

H

(Dvh
gu)

H (Dhh
gu)

H


×

Λ
1
2 UHP̃ 0M

2
, M̄

2

0M
2

, M̄
2

Λ
1
2 UHP̃

 G∑
n=1

U∑
i=1

[
vv
ni

vh
ni

]
αnixni +

[
nv
gu

nh
gu

]
. (10)

coefficients for users assigned to the vertical polarization can
be optimized by solving the following problem

min
Φvv

gu,Φvh
gu

Φhv
gu,Φhh

gu

∥∥∥∥∥
[

(S
vv
gu)

H
Φ

vv
guG

hv
gu

(S
hh
gu)

H
Φ

vh
guG

hv
gu

]
+

[
(S

vv
gu)

H
Φ

hv
guG

hh
gu

(S
hh
gu)

H
Φ

hh
guG

hh
gu

]
+

[
(D

hv
gu)

H

(D
hh
gu)

H

]∥∥∥∥∥
2

(10a)

s.t. |ωpqgu,l|
2 ≤ 1, ∀l ∈ [1, L],∀p, q ∈ {v, h}, (10b)

Φvv
gu,Φ

vh
gu,Φ

hv
gu,Φ

hh
gu diagonal. (10c)

As one can notice, due to the element-wise quadratic constraint
and the diagonal matrices constraint, it becomes difficult to
solve (10) in its current form. To overcome this challenge, we
transform (10) in an equivalent tractable problem. Using the
identity (CT�A)vecd{B}=vec{ABC} [8], we define:
θpq
gu = vecd{Φpq

gu}, dhv
gu = vec

{
(Dhv

gu)
H
}
, dhh

gu = vec
{
(Dhh

gu)
H
}

Khv,vv
gu = [(Ghv

gu)
T�(Svv

gu)
H ], Khh,vv

gu = [(Ghh
gu)

T�(Svv
gu)

H ]

Khv,hh
gu = [(Ghv

gu)
T�(Shh

gu)
H ], Khh,hh

gu = [(Ghh
gu)

T�(Shh
gu)

H ].

Then, (10) is transformed into the following two sub-problems

min
θvv
gu,θhv

gu

∥∥∥∥[Khv,vv
gu Khh,vv

gu

] [
(θvv

gu)T , (θhv
gu)T

]T
+ dhv

gu

∥∥∥∥2 (11a)

s.t.
∥∥∥∥[(θvv

gu)T , (θhv
gu)T

]T∥∥∥∥2
∞
≤ 1, (11b)

min
θvh
gu ,θhh

gu

∥∥∥∥[Khv,hh
gu Khh,hh

gu

] [
(θvh

gu)T , (θhh
gu )T

]T
+ dhh

gu

∥∥∥∥2 (12a)

s.t.
∥∥∥∥[(θvh

gu)T , (θhh
gu )T

]T∥∥∥∥2
∞
≤ 1. (12b)

Before we can solve the problems above, let us denote K̄gu=[
Khv,vv

gu Khh,vv
gu

]
, C̄gu = K̄H

guK̄gu, and K̃gu =
[
Khv,hh

gu Khh,hh
gu

]
,

C̃gu = K̃H
guK̃gu, and rewrite the left-hand side of the constraints

in (11b) and (12b), respectively, as
∥∥∥[(θvv

gu)
T , (θhv

gu)
T
]T ∥∥∥2
∞

=[
(θvv

gu)
H, (θhv

gu)
H
]
Bl

[
(θvv

gu)
T, (θhv

gu)
T
]T , and

∥∥∥[(θvh
gu)

T, (θhh
gu )

T
]T ∥∥∥2
∞
=[

(θvh
gu)

H, (θhh
gu )

H
]
Bl

[
(θvh

gu)
T, (θhh

gu )
T
]T, where Bl = diag{el}, l =

1, · · · , L, with el representing the standard basis vector that
contains 1 in the lth position and zeros elsewhere. Then, by
expanding the objective functions in (11a) and (12a), we obtain

min
θvv
gu,θhv

gu

{[
θvv
gu

θhv
gu

]H
C̄gu

[
θvv
gu

θhv
gu

]
+ 2<

{
(dhv

gu)
HK̄gu

[
θvv
gu

θhv
gu

]}
+(dhv

gu)
Hdhv

gu

}
(13a)

s.t.
[
θvv
gu

θhv
gu

]H
Bl

[
θvv
gu

θhv
gu

]
≤ 1, (13b)

min
θvh
gu ,θhh

gu

{[
θvh
gu

θhh
gu

]H
C̃gu

[
θvh
gu

θhh
gu

]
+ 2<

{
(dhh

gu)
HK̃gu

[
θvh
gu

θhh
gu

]}
+(dhh

gu)
Hdhh

gu

}
(14a)

s.t.
[
θvh
gu

θhh
gu

]H
Bl

[
θvh
gu

θhh
gu

]
≤ 1. (14b)

Problems (13) and (14) are quadractically constrained
quadratic problems. Since the entries of K̄gu and K̃gu are
independent complex Gaussian random variables, C̄gu and
C̃gu will be positive semidefinite matrices. Furthermore, since
zHBlz = |[z]l|2 ≥ 0,∀z ∈ CL×1, Bl is also positive semidef-
inite. As a result, (13) and (14) are convex and, consequently,

have global optimal solutions that can be efficiently computed
via interior-points methods in polynomial time [10].

D. Signal reception

For the sake of simplicity, hereinafter the links BS-IRS-U
and BS-U are absorbed into a single channel matrix, and (4)
is rewritten in a more compact structure, as follows

HH
gu =

[
H̃vv
gu H̃vh

gu

H̃hv
gu H̃hh

gu

]H
, (15)

where H̃pq
gu accounts for both direct and reflected transmissions

that depart the BS from polarization p and arrive at the user’s
devices on polarization q, with p, q ∈ {v, h}, e.g., the effec-
tive vertical-to-vertical channel matrix is defined by H̃vv

gu =

UkΛ
1
2
k

[
(Svv

gu)
HΦvv

guGvv
gu + (Svv

gu)
HΦhv

guGvh
gu

]H
+ UkΛ

1
2
k Dvv

gu. With
this notation, the signal in (10) can be simplified to

ygu=
[
(H̃vv

gu)
HP̃ (H̃hv

gu)
HP̃

(H̃vh
gu)

HP̃ (H̃hh
gu)

HP̃

] G∑
n=1

U∑
i=1

[
vv
ni

vh
ni

]
αnixni +

[
nv
gu

nh
gu

]
. (16)

Then, in order to explain our detection strategy, we focus
on subsets assigned to the vertical polarization. Remember
that the IRSs of users assigned to the vertical polarization
are optimized to mitigate all transmissions originated at the
BS from the horizontal polarization. Therefore, by relying
on the effectiveness of the IRS, we exploit the left blocks
of the channel matrix in (16) to construct our detection
matrix. More specifically, in order to remove the remaining
interference from other subsets also assigned to the verti-
cal polarization, the uth user exploits the virtual channels
Hvv
gu = (H̃vv

gu)HP̃ and Hvh
gu = (H̃vh

gu)HP̃ to construct
the detection matrices H†vgu = [(Hvv

gu)HHvv
gu]−1(Hvv

gu)H and
H†hgu = [(Hvh

gu)HHvh
gu]−1(Hvh

gu)H , in which it is assumed that
N ≥ M̄ . Then, after multipliying (16) by these matrices, the
uth user obtains the following data vector

x̂gu =

[
x̂vgu
x̂hgu

]
=

[
xv + H†vguH

hv
gux

h

xv + H†hguH
hh
guxh

]
+

[
H†vgun

v
gu

H†hgun
h
gu

]
, (17)

where, due to the precoding vector in (7), xv is given by

xv =

[∑
i∈Uv α1ix1i

...∑
i∈Uv αGixGi

]
. (18)

Note in (17) that users will obtain in both receive polariza-
tions corrupted replicas of the vector of superimposed symbols
that was transmitted by the BS from the vertical polarization.
Therefore, a user within the gth vertical subset is able to
decode its symbol from the gth element of both x̂vgu and x̂hgu.
Inspired by the strategy proposed in [1], the symbols will be
decoded from the polarization that renders the highest effective
channel gain, denoted in this work as the polarization p̈. As a
result, the superimposed symbol recovered by the uth user in



the gth vertical subset before carrying out SIC is given by

[x̂p̈gu]g =
∑
i∈Uv

αgixgi + [H†p̈guH
hp̈
gux

h]g + [H†p̈gun
p̈
gu]g. (19)

Users within horizontal subsets employ the same strategy.
E. SINR analysis

Recall that users within each subset are sorted in ascending
order based on their large scale coefficients. Thus, before the
uth user in the polarization subset Up, p ∈ {v, h}, can retrieve
its own message, it carries out SIC to decode the symbol
intended for the mth weaker user, ∀m < u, m ∈ Up, and
treats the message to the nth stronger user as interference,
∀n > u, n ∈ Up. Ideally, the symbols intended for weaker
users can be perfectly removed by SIC. However, SIC errors
are inevitable in practice. Therefore, users suffer from SIC
error propagation in our system, and this is modeled as a linear
function of the power of decoded symbols, as in [11]. Then,
after all SIC decodings, the uth user within the subset Up in
the gth group observes the following symbol

x̂gu = αguxgu︸ ︷︷ ︸
Desired symbol

+
∑

m∈{a| a>u, a∈Up}

αgmxgm︸ ︷︷ ︸
Interference of stronger users

+
√
ξ
∑

n∈{b| b<u, b∈Up}

αgnxgn︸ ︷︷ ︸
Residual SIC interference

+ [H†p̈guH
tp̈
gux

t]g︸ ︷︷ ︸
Polarization interference

+ [H†p̈gun
p̈
gu]g︸ ︷︷ ︸

Noise

, (20)

where the superscript t represents the interfering polarization
that is defined by t = h, if u ∈ Uv , or t = v, if u ∈ Uh, and
ξ ∈ [0, 1] is the SIC error factor. The signal-to-interference-
plus-noise ratio (SINR) observed during each SIC decoding is
defined in the following lemma.

Lemma I: The uth user, when decoding the symbol to
the ith user, ∀i ≤ u, i ∈ Up, observes the following SINR

γigu =
ρḧguα

2
gi

ρḧguIgi + ρḧguXgu + 1
, (21)

where ḧgu = max{hvgu, hhgu}, with hpgu = [1/H†pgu(H†pgu)H ]gg
being the effective channel in polarization p, Xgu =∣∣[H†p̈guHtp̈

gux
t]g
∣∣2 is the polarization interference, in which, if

u ∈ Uv , t = h, and if u ∈ Uh, t = v. The symbol ρ = 1/σ2
n

represents the signal-to-noise ratio (SNR), and Igi is the total
SIC interference given by

Igi=


∑max{Up}
m=i+1 α2

gm, if i = min{Up},
ξ
∑i−1
n=1 α

2
gn, if i = u = max{Up},∑max{Up}

m=i+1 α2
gm+ξ

∑i−1
n=min{Up}α

2
gn, otherwise.

(22)

Proof: Please, see Appendix A.
IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we use as baseline schemes the classical
MIMO-OMA system, where users are served via time division
multiple access, and the conventional single-polarized and
dual-polarized MIMO-NOMA systems, whose implementation
details can be found in [1]. For a fair performance comparison,
in both single and dual-polarized schemes, we employ at
the BS a linear array with M = 90 transmit antennas. We
generate the covariance matrices of the links BS-IRS and BS-
U through the one-ring geometrical model [1], [9], where we
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Fig. 2: Ergodic rates for different values of χ (L = 500, N = 4, ξ = 0).

consider K = 4 spatial clusters, each with 30 m of radius
and located at 120 m from the BS. In addition, the cluster
from which the simulation results are generated is positioned
at the azimuth angle of 30◦, and it comprises G = M̄ = 4
groups, each one containing U = 4 users. In particular, we
focus on the first group, where the users 1, 2, 3 and 4 are
located, respectively, at 135 m, 125 m, 115 m, and 105 m
from the BS. A fixed power allocation is adopted, in which
we set α2

1 = 0.4, α2
2 = 0.35, α2

3 = 0.2, α2
4 = 0.05. Moreover,

we assume that the distances from the BS to each IRS are the
same as that from the BS to its connected user. Under these
assumptions, the fading coefficients for the links BS-U and
BS-IRS are configured as ζBS-U

u = ζBS-IRS
u = %d−ηu , where du is

the distance between the BS and the uth user and its serving
IRS, % = 2× 104 is an array gain parameter [11], and η = 2
is the path-loss exponent. Regarding the link IRS-U, since an
IRS is a passive device, we model the corresponding fading
coefficient as ζ IRS-U

gu = d̃−η , where d̃ = 20 m for all IRSs.
By considering a large number of reflecting elements and

perfect SIC, Fig. 2 presents the users’ ergodic rates, generated
by Ru = E[log2(1 + γuu)]. The figure confirms that, with the
help of IRSs, depolarization phenomena can be transformed
into an advantage, e.g., the higher the iXPD, the greater the
performance gains. For instance, when user 3 is served via
the IRS-MIMO-NOMA scheme, for a low iXPD of χ = 0.05,
and an SNR of 30 dB, its rate can reach 8.44 BPCU, which
is more than three times greater than that achieved in the
single-polarized scheme. When we consider a high iXPD of
χ = 1, the achievable ergodic rate of the user 3 becomes
even more remarkable, reaching up to 9.42 BPCU. Impressive
performance gains can be also observed in all the other users.

In Fig. 3, we compare the sum-rates of the proposed IRS-
MIMO-NOMA scheme and conventional systems assuming
perfect SIC. As one can see, when L = 80, from 21 dB
onward, the proposed scheme is outperformed by the dual-
polarized MIMO-NOMA counterpart, and when the SNR
reaches 30 dB, the MIMO-OMA system is the one that
achieves the best performance. However, with a slight increase
in the number of reflecting elements, from L = 80 to L = 90,
the IRS-MIMO-NOMA scheme outperforms all the other
baseline schemes, in all considered SNR range. Finally, Fig. 4
shows how well the dual-polarized IRS-MIMO-NOMA system
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performs in comparison with the single-polarized MIMO-
OMA and MIMO-NOMA counterparts in the presence of SIC
error propagation. As can be seen, even though the sum-rate of
all NOMA-based schemes are caped in the high-SNR regime,
the proposed IRS-MIMO-NOMA system is significantly more
robust to SIC errors than the conventional single-polarized
MIMO-NOMA. For instance, even when considering L = 80
reflecting elements, and an error of ξ = 0.01, the IRS-MIMO-
NOMA can reach sum-rates remarkably higher than those
achieved by the conventional schemes, being outperformed by
the MIMO-OMA scheme only in SNR values above 20 dB,
and when L = 90 and L = 100, the IRS-MIMO-NOMA
scheme always achieves the best performance.

V. CONCLUSIONS

By exploiting dual-polarized IRSs, we proposed a novel
strategy for improving the performance of dual-polarized mas-
sive MIMO-NOMA networks with imperfect SIC. The detailed
design of precoding and reception matrices was provided,
and an efficient procedure for optimizing the IRS reflecting
elements was developed. Our numerical results revealed that
the proposed dual-polarized IRS-MIMO-NOMA scheme can
achieve remarkable performance gains over conventional sys-
tems, enabling users to enjoy polarization diversity.

APPENDIX A
PROOF OF LEMMA I

After analyzing (20), we can express the effective channel
gain obtained at the users by ḧgu = max{hvgu, hhgu} =

max{1/[H†vgu(H†vgu)H ]gg, 1/[H
†h
gu(H†hgu)H ]gg}, denote the po-

larization interference by Xgu =
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2, and define

ρ = 1/σ2
n as the SNR. With these definitions, the uth user

from subset Up, p ∈ {v, h}, decodes the message to the ith
user, min{Up} < i < u, i ∈ Up, with the following SINR

γigu= ρḧguα
2
gi

[
ρḧgu

(max{Up}∑
m=i+1

α2
gm + ξ

i−1∑
n=min{Up}

α2
gn + Xgu

)
+ 1

]−1

.

(A-1)
Note that when the weakest user, i.e., the user corresponding

to min{Up}, detects its symbol, it will experience interference
from everyone else, but not errors from imperfect SIC. On the
other hand, when the user with the best channel gain, i.e., the
maximum index in Up, decodes its symbol, there will be no
interference from higher-order users, but only from SIC errors.
Therefore, the total SIC interference can be determined by

Igi=


∑max{Up}
m=i+1 α2

gm, if i = min{Up},
ξ
∑i−1
n=1 α

2
gn, if i = u = max{Up},∑max{Up}

m=i+1 α2
gm+ξ

∑i−1
n=min{Up}α

2
gn, otherwise.

By applying the above definitions in (A-1), we can achieve
the final SINR expression, which completes the proof.
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