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Abstract—Speech emotion sensing in communication networks
has a wide range of applications in real life. In these applications,
voice data are transmitted from the user to the central server
for storage, processing, and decision making. However, speech
data contain vulnerable information that can be used maliciously
without the user’s consent by an eavesdropping adversary. In this
work, we present a privacy-enhanced emotion communication
system for preserving the user personal information in emotion-
sensing applications. We propose the use of an adversarial
learning framework that can be deployed at the edge to unlearn
the users’ private information in the speech representations.
These privacy-enhanced representations can be transmitted to
the central server for decision making. We evaluate the proposed
model on multiple speech emotion datasets and show that the
proposed model can hide users’ specific demographic information
and improve the robustness of emotion identification without sig-
nificantly impacting performance. To the best of our knowledge,
this is the first work on a privacy-preserving framework for
emotion sensing in the communication network.

Index Terms—emotion communication system, speech emotion
recognition, privacy enhanced features, deep learning, edge
computing.

I. INTRODUCTION

Nowadays, the integration of the internet of things (IoT) and
artificial intelligence (AI) has made great progress and created
various real-world applications [If], [2]. Most importantly,
human-computer interaction (HCI) systems-based solutions
such as speech assistants, service and social robots are becom-
ing an integral part of our life [3], [4]. Among them emotional
sensing systems have become a hot area of research due to
their many applications in call centres [5]], forensic sciences
[6]], smart cars [[7], and healthcare [3]. Emotion recognition
systems have achieved significant outcomes using voice, facial
expression, or physiological signals. In this paper, we focus on
speech emotion recognition (SER), which has become more
popular due to its wide range of applications and availability
of voice data.

Existing studies on voice-based emotion detection mainly
focusing on improving the accuracy of the systems for en-
abling their real-time applications [S§]], [9]]. In emotion-sensing
applications, deep learning (DL), IoT, and communication
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technologies are playing a prime role to provide services at
various scales. Most of the emotion-sensing services follow
the system model in which raw speech is transmitted to the
remote server for processing and decision making. This has
been shown in Figure [I] Such systems are successful in
real-life, however, they involve complete sharing of speech
over the communication network, which may lead to adverse
consequences to people’s privacy [10]]. Speech signal contains
sensitive information about the message, speaker, gender,
language, etc., which may be misused by eavesdropping
adversary without users’ consent [11]].
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Fig. 1. The state-of-the-art emotion-sensing system that transmits raw speech
signal over the communication network for emotion analysis.

In this work, we propose a privacy-preserving representation
learning module that can be deployed at the edge servers to
enhance the privacy of users in SER applications. We propose
to use an adversarial learning framework at the edge nodes
to unlearn the specific demographic information in speech
representations and encode the data in the compressed form
prior to offloading over the communication network. In this
way, proposed system communicate privacy-enhanced features
with the central server, which masks our proposed framework
more secure and suitable for real-life different applications
including hybrid driving, healthcare, voice-based social assis-
tants, and many more. We evaluate the proposed framework
on different publicly available datasets and show that how
the users’ privacy can be improved in terms of demographic
information (speaker identity, gender information, and spoken
language) without significantly impacting the performance of
emotion recognition. To best of our knowledge, this is a first



attempt to achieve secure emotion communication using DL
and edge computing.

The rest of the paper is organised as follows. Section
presents recent related work on speech emotion communica-
tion. Section |lII| explains the proposed framework of privacy-
enhanced speech emotion communication. Section covers
experimental setup and Section [V] presents results and discus-
sions. Finally, Section [VI] concludes the paper and discusses
future research directions.

II. RELATED WORK

Previous works on SER have achieved significantly im-
proved results using DL techniques. Researchers also pro-
posed different framework based on advanced communication
technologies for real-time deployments. For instance, Hossain
et al. [12] introduced an IoT-based framework for emotion-
aware connected communication systems. The framework
captures and processes speech and images signals to classify
patient emotions. The signal processing is distributed among
cloudlets, the edge cloud, and the remote cloud. The results
based on both publicly available and locally collected datasets
showed that the proposed system can be successfully deployed
in any 5G emotion-aware healthcare framework. However, this
work was not focused on privacy issues. Chen et al. [13]]
introduced a 5G-based cognitive framework for healthcare big
data analytics. The framework constructs resource cognitive
and data cognitive engines using soft-denied networks with
Al support The proposed system provides reliable support for
a better realisation of emotion communication over human
to human and human to machine networks. Zhou et al. [[14]
proposed a multi-task communication system to solve resource
allocation issues. The aforementioned scheme designed a
transmission frame structure for emotion data that allows
real-time multiple service requests and improve the resource
utilisation ratio. In another work, Li et al. [15] proposed
an Al-based emotion communication system to cast emotion
data efficiently in the network communication. The system is
evaluated under two application scenarios including unmanned
driving and emotional social robots. In this framework, data
processing and labelling are performed at the edge cloud which
emotion classification decisions are made at the remote cloud.

Most of the above-mentioned studies considered to transmit
raw speech signal to remote for processing and decisions
making. Speech signal also contains demographic information
that can be used for the identification of users. Some recent
studies [10]], [[16] have shown that the attacker can use such
information from speech signal to identify speaker and gender
information. In this paper, we are presenting an emotion
communication system based on DL and edge computing for
users’ privacy protection in emotion-sensing applications.

III. PROPOSED PRIVACY ENHANCED EMOTION
COMMUNICATION

Due to the rise in mobile devices, privacy is very crucial
for real-life applications [[17]]. In particular, SER application
users provide complete access to their voice recordings for

speech analytics. The undesired access to users’ speech can
be used for various malicious ways. This motivates us to
design the privacy-enhanced emotion communication system
that uses edge computing and adversarial machine learning.
Figure [2] illustrates an overview of the proposed architecture.
The proposed architecture comprises of speech sensing layer,
edge computing layer, and emotion analysis & decision mak-
ing layer. In the following, we present the details of each
component.
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Fig. 2. The proposed emotion-sensing system that transmits privacy-enhanced
features over the communication network. An adversarial model is being used
to encode input features to privacy-enhanced representations.

A. Speech Sensing Layer

The speech sensing layer consists of end-user devices,
which collect speech data from cyber-physical space. Instead
of transmitting raw speech to edge servers, this layer processes
it and converts it into the speech features. These speech fea-
tures are propagated to the edge servers for privacy-enhanced
feature generation.

B. Edge Computing Layer

The edge server is an important component of our proposed
architecture. The edge server leverages low-consumption com-
putational and storage hardware such i.e., edge cloudlets [18]
and operates within a radio access network (RAN) in the close
vicinity of end-users [[19]. In our proposed architecture (as
shown in Figure [2)), the role of the edge server is not limited
to traffic aggregation gateway and network service controller
only. It acts as an intelligent edge server that is also responsible
to minimise the dimensions of speech features and represent
them into privacy-preserving representation while retaining the
maximum data utility as much as possible. To achieve this,
we propose to deploy an adversarial network (see Figure [3))
at the edge nodes. These representations then transmitted to
remote cloud servers for emotion identification and decision-
making tasks. This data dimensional reduction functionality
also reduces cloud (core) server data processing and analytics
loads by transmitting only important speech features. In short,
the edge computing layer reduces data dimensions and controls
the exchange of data between end devices and the remote cloud
server.

Privacy Preserved Feature Extraction: Our proposed
model is built based on a multi-task learning setting which
includes an autoencoder network and three classifiers for
gender, speaker and language classification (see Figure [3).
The autoencoder network consists of encoder and decoder
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Fig. 3. Block diagram of the proposed multi-task learning-based autoencoder
model that use GRL for privacy enhanced feature extraction.
networks where the encoder is responsible for encoding the
input features to latent representation and decoder use the
latent representations to reconstruct the features. Latent repre-
sentations of given speech include emotional state, the content
of speech and speaker’s characteristics such as age, gender,
accent, language and speaker traits. These latent variables are
used by machine learning models for emotion detection. Here,
we aim to hide the sensitive information about speaker identity,
gender and language. Therefore, we adversarially connected
three classifiers to the autoencoder network that use latent
representations and use gradient reversal (GRL) [20] to unlearn
demographic information about the user, gender, and spoken
language. Here, we use AE to learn emotional representations.

For a given input data X, AE objective function can be defined
as:

Lae(w, Dy, (Ep, (1)) = |z — 3. (D

Given the encoder parameters 6., the adversarial branch min-
imises ¢,, 04, and 0; for three classifiers: speaker, gender,
and language. Overall, the model is trained in an end-to-end
manner by optimising the following min-max objective:
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where « is the trade-off parameter. The baseline network is
considered by setting o = 0. The max part in equation [2]
corresponds to the adversary which only control the speaker,
gender, and language parameters 60, 0,, and 6; respectively.

C. Emotion Analysis & Decision making Layer

The cloud server is responsible for emotion analytics, de-
cision making, and storage services. We deploy the emotion
classifier in a cloud server that uses privacy-enhanced speech
representations and performs emotion identification tasks. In
this way, an emotion communication system provides secure
services by filtering sensitive information at the edge nodes.

IV. EXPERIMENTAL SETUP
A. Datasets

In order to evaluate the performance of proposed model, we
use different publicly available datasets including IEMOCAP
[21], EMODB [22]], EMOVO [23]], and BUEMODB [24].
The selection of these datasets is made to rigorously
evaluate the proposed algorithm for gender, speaker, and
language. All these corpora are annotated differently,
therefore, we follow a consistent way as used in the previous
studies [25], [26] to evaluate the proposed framework by
mapping their emotional labels to binary positive/negative
valence. Emotional mapping to binary valence is given in
Table [Il Further details of these datasets are presented below.

1) IEMOCAP is a multimodal emotional English corpus,
which contains dyadic conversations of 10 professional
actors (five female and five male). Overall data consists
of five sessions and utterances are annotated in 10 emo-
tions. To be consistent with previous studies [27]], we
use 4 emotions classes including angry, happy, neutral
and sad.

2) EMODB is an emotional speech database in the German
language. Ten actors (5 female and 5 male) simulated
7 emotions including neutral, anger, fear, joy, sadness,
disgust, and boredom. EMODB corpus contains German
utterances of 10 sentences from everyday communica-
tion. We use all emotional utterances in this work.

3) EMOVO is the first emotional corpus in the Italian
language. It contains voices of 6 actors (three males
and three females) in seven emotional states (disgust,
fear, anger, joy, surprise, sadness, neutral). The actors
simulated emotional states in 14 sentences.

4) BUEMODB is a Turkish language corpus recorded by
11 amateur actors (7 female and 4 male) simulating
11 emotionally undefined sentences. Recordings are
labelled in four basic emotions including joy, neutral,
anger, and sadness.

B. Speech Features

In this work, we used Interspeech Computational Paralin-
guistics Challenge features set (COMPARE) [28], [29] for
speech representation. The COMPARE feature set includes
6373 static features resulting from the computation of various
functionals over low-level descriptor (LLD) contours. Com-
plete detail about the feature set can be found in [30]. We
use openSMILE toolkit [31] for extracting these features from
speech utterances.

C. Model Configuration

We implemented our model with feed-forward neural net-
work layers. The encoder and decoder network contains two
hidden layers of hidden units of 2000 and 1000 each. We set
the dimension of latent features to 512. We use the dropout
layer between two consecutive layers of AE for regularisation.
We use the dropout value of 0.5. We select Leaky Rectified



TABLE I
CORPORA INFORMATION AND THE MAPPING OF CATEGORICAL EMOTIONS ONTO NEGATIVE/POSITIVE VALENCE.

Corpus Language | Speakers | Negative Valance Positive Valance
IEMOCAP English 10 Angry, Sadness Neutral, Happy, Excited
EMODB German 10 Anger, Sadness, Fear, Disgust, Boredom | Neutral, Happiness
BUEMODB Turkish 11 Anger, Sadness Neutral, Joy

EMOVO Italian 4 Anger, Sadness, Fear, Disgust Neutral, Joy, Surprise

Linear Units (leaky ReLUs) [32] as activation function for all
hidden layers. For gender, speaker, and language classifica-
tions, we use two dense layers of 400 hidden units. We also use
the dropout layer between two dense layers of classification
networks with a dropout value of 0.5. We use a learning rate
of 107° in all of our experiments.

For emotion classification, we follow leave-on-speaker-out
scheme [25] and trained support vector machines (SVMs)
on the encoded features by our privacy-enhanced features
extraction module. We select an RBF kernel and performed a
grid search using validation data to pick the optimal hyperpa-
rameters. We used the unweighted average recall (UAR) as the
performance metric. We repeat all experiments five times and
mean results are reported. We apply min-max normalisation
to the input features to the model.

V. RESULTS AND DISCUSSIONS

The objective of this proposed system in to maximise the
privacy of speech emotion communication using the edge
computing. We proposed the use of privacy preserved feature
extraction model in edge computing layer. In this section, we
evaluate the proposed architecture against different scenarios
where an attacker could maliciously attack the system to obtain
sensitive demographic information.

A. Attacker Network

We assume that the attacker has access to the testing dataset
or portion of test data with known language and gender labels.
The attacker uses the main network to generate representations
for this dataset and use its own network to predict language
and gender information. For the attacker network, we use two
dense layers to compute the results for prediction of gender
and language labels. For the speaker recognition task, we
follow the study [33]] and consider user identification which
is the possibility of an attacker to identify either a person is a
member of the system or belong to the training set.

B. Evaluations

We performed emotion classification on the privacy-
enhanced features encoded by our proposed adversarial model.
We fed COMPARE features to the privacy-enhanced feature
extraction module of the proposed framework and encode
them to the compressed form of 512 features. These encoded
features are used for emotion, gender and user identification.
Results are shown in Table [[I} We also implemented Principal
component analysis (PCA) [34] and standard autoencoder
(AE) network to compare the results with our proposed model.

TABLE I
RESULTS COMPARISON USING STANDARD AND PRIVACY PRESERVING
FEATURES WITH DIFFERENT METHODS.

Method [ emotion | gender | user [ language
Performance on standard features
COMPARE 71.5 90.5 68.2 | 78.2
Autoencoder | 69.5 85.3 65.2 | 725
PCA 66.5 84.6 645 | 71.2
Performance on privacy preserving features
Proposed [ 68.7 [ 712 ] 541 [ 60.1
We set @« = 0 in Equation |2| for baseline AE implemen-

tation. Results are presented in Table which shows the
performance of standard and privacy-enhanced features. It can
be noted that unweighted average recall (UAR) of emotion
classification using COMPARE features is 71.5 % with very
high accuracy (e.g., above 90 % on gender identification) on
all other tasks, i.e., gender, language, user identification. This
shows the emotional features, i.e., COMPARE, also contain
the highly discriminating information about the speaker, gen-
der, and language identification. This shows that emotional
features cannot be transmitted to the network as they can
leak demographic information over the network. Emotional
representations are also discriminating for speaker, gender,
and language identification even compressing the COMPARE
features using autoencoder and PCA. In contrast, our proposed
model can extract emotional features by preserving the infor-
mation about the user, gender, and language. It can be noted
in Table [[I] that the proposed model can improve robustness
by minimising the performance of the speaker, gender, and
language identification.

We also varied the dimension of latent features and plotted
the graph of the performance of the model in Figure []
This shows that small dimensions of features provide more
robustness in terms of the speaker, language, and gender
identification with minor degradation in SER performance.

VI. CONCLUSIONS

We proposed a novel deep learning-based privacy-enhanced
representation learning architecture for emotion-sensing ap-
plications. The proposed framework leverages edge nodes to
encode speech features to robust and compressed represen-
tation to be transmitted to the network. We use adversarial
learning framework for privacy-preserving features learning
by unlearning the information about the speaker, gender and
language representation. This makes the proposed framework
suitable for real-life applications including hybrid driving,
healthcare, and voice-based social assistants. We evaluated
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Fig. 4. Effect of changing the dimension of privacy enhanced features on the
performance of the system.

the proposed framework on four publicly available datasets.
Based on the results, we show that the proposed framework
enhances the privacy of the emotion-sensing system in terms of
speaker, gender, and language without significantly degrading

the

emotion identification performance. In future, we aim

to study the gains of deep-learning-based speech emotion
communication system under the real edge-based mobile cloud
and cloud-let scenarios.
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